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The International Conference on Innovative Computing (IC 2023) will be held in Singapore, 
1 - 3, February 2023. We can finally hold a face-to-face conference after three years’ 
COVID-19 pandemic. This event is the 6th event of the conference series, in which fruitful 
results can be found in IC2015 (Xiamen, China), IC2016 (Taichung, Taiwan), IC2020 (Ho 
Chi Minh, Vietnam), IC2021 (Online), and IC2022 (Online). Each event brings researchers 
worldwide together to have exciting and fruitful discussions as well as future collaborations. 
This conference series aims at providing an open forum to reach a comprehensive 
understanding of the recent advances and emergence of innovative computing in 
information technology, science, and engineering. 
There are two international workshops and international conferences are jointly operated 
with IC2023 at the same time and place, i.e., Workshop on Technique for Language and 
Literature Information Modeling (LIM 2023), and The 7th International Conference on Big-
data, IoT, Cloud computing Technologies and Applications (BICTA 2023), which are 
organized by FC conference group and Korean Institute of Information Technology, Korea 
Institute of information technology and innovation (KIITI) and SIEC Korea Chapter. 
The papers accepted for inclusion in the conference proceeding primarily cover the topics: 
networking and communications, embedded system, soft computing, social network 
analysis, security and privacy, optics communication, ubiquitous, artificial intelligence, and 
pervasive computing. Many papers have shown their great academic potential and value 
and indicate promising directions of research in the focused realm of this conference 
series. We believe that the presentations of these accepted papers will be more exciting 
than the papers themselves, and lead to creative and innovative applications. We hope 
that the attendees (and readers as well) will find these results useful and inspiring to your 
field of specialization and future research. 
On behalf of the organizing committee, we would like to thank the members of the 
organizing and the program committees, the authors, and the speakers for their dedication 
and contributions that make this conference possible. We appreciate the contributions of 
these experts and scholars to enrich our IC2023. We would like to thank and welcome all 
participants to IC2023. We also sincerely hope that all participants from overseas enjoy 
the technical discussions at the conference, build a strong friendship, and establish ties 
for future collaborations. 
We send our sincere appreciation to the authors for their valuable contributions and the 
other participants of this conference. The conference would not have been possible 
without their support. Appreciates are also due to the many experts who contributed to 
making the event a success in Singapore. 
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FCGSM: Fast Conjugate Gradient Sign Method
for Adversarial Attack on Image Classification

Xiaoyan Xia
1
, Wei Xue

1,2,3(B)
, Pengcheng Wan

4
, Hui Zhang

1

Xinyu Wang
1
, and Zhiting Zhang

1
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Maanshan 243032, China
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2 Anhui Engineering Research Center for Intelligent Applications and Security of
Industrial Internet, Maanshan 243032, China

3 Institute of Artificial Intelligence, Hefei Comprehensive National Science Center,
Hefei 230088, China

4 National Key Laboratory of Science and Technology on Automatic Target
Recognition, National University of Defense Technology, Changsha 410073, China

Abstract. Deep neural network is sensitive to adversarial samples that
crafted by adding imperceptible perturbations to original images, and
many methods of generating adversarial samples have emerged. Although
existing methods based on gradient direction have good attack perfor-
mance, some ill-conditioned issues may reduce their performance on oc-
casion. In this paper, we propose a novel attack method based on three-
terms conjugate gradient direction, which is e↵ectively for improving
this limitation, and its is named as fast conjugate gradient sign method
(FCGSM). The proposed method FCGSM can jump from the local max-
imum during the process of finding the maximum value of loss func-
tion, thus generating more adversarial samples than the SOTA methods
APGD and ACG. Experiments conducted on two benchmark datasets
show that the FCGSM works well in attacking deep neural network-
based classification models.

Keywords: adversarial machine learning, deep learning, conjugate gra-
dient, adversarial attack, adversarial training

1 Introduction

Deep neural networks (DNNs) have shown the tremendous capacity and ability

in making a good progress in the filed of computer vision. However, it is also

demonstrated that DNNs are highly vulnerable to adversarial samples [18, 4],

which are manufactured by adding small-imperceptible perturbations on input

and make a model output incorrect classification. Plenty of methods in gen-

erating adversarial samples have been proposed since it helps to evaluate the

vulnerability of models and enhance the robustness of various DNN algorithms

by adversarial training [15, 5]. Moreover, It is important for improving the ro-

bustness of models by adversarial training to learn how to generate adversarial

samples with better transferability [10, 19].
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2 X. Xia et al.

With full access to the knowledge structure of a model including the com-

position and parameters, most methods of generating adversarial samples can

successfully attack the transparent model. This type of attack is known as a

white-box attack, including optimization-based methods such as box-constrained

L-BFGS [18], C&W [1], and gradient-based methods such as fast gradient sign

method (FGSM) [4], iterative-FGSM (IFGSM) [9], projected gradient descent

(PGD) [11], which use the steepest gradient to update the sign. In addition,

some attack methods utilize the current and past gradient information to de-

termine the next update, such as momentum iterative-FGSM (MI-FGSM) [3]

and Auto-PGD (APGD) [2]. However, the steepest descent method may be in-

e�ciently attack the deep learning models due to the fact that the convergence

speed is relatively slow and the objective function of adversarial attack is highly

nonconvex. To solve the above challenges, [20] applies the conjugate gradient

(CG) method to generate adversarial samples. Although the traditional conju-

gate gradient method has some improvement in the accuracy of calculation and

convergence of the objective function, for nonlinear objective functions, some-

times infinite cycling away from the optimal solution.

To this end, in this paper we propose a new adversarial attack algorithm, fast

conjugate gradient sign method (FCGSM), based on a three-terms CG direction

with adaptive stepsize selection strategy. In summary, we make the following

contriutions:

1. We propose an e↵ectual adversarial machine learning algorithm that based

on the fast gradient sign method and auto CG attack method, which pos-

sesses the ability to search more diverse direction and generate more diverse

adversarial samples;

2. We further use the obtained adversarial samples to execute the adversarial

training to improve the robustness of the classification models that based on

DNNs, and the corresponding experiments demonstrate adversarial training

is an e↵ective security defensive mechanism.

2 Proposed Method

In this section, we present the proposed adversarial attack method. In order to

better describe our approach, we first give a brief review of the FGSM method

and the CG method.

2.1 FGSM method

FGSM is to generate an adversarial sample xadv
by stacking the original image x

with variations that are consistent with the direction of gradients. Suppose that

J is the object function, we can use it to compute the current gradient and then

obtain the perturbation ⌘ = ✏sign(rxJ(x, y)) constrained by k xadv � x k1 ✏,
where ✏ > 0 is an artificial parameter. Subsequently, the adversarial example

generated by FGSM can be presented by xadv
= x+ ⌘.

�



Fast conjugate gradient sign method for adversarial attack 3

Fig. 1: Flowchart of FCGSM.

2.2 CG method

CG method is a very e�cient optimization algorithm. Consider the minimization

problem minx2Rn f(x), where the objective function f is di↵erentiable, then

given an initial point x0, a CG method generates a sequence {xt} by xt+1 =

xt + ↵tdt, where ↵t is the stepsize usually obtained by a line search, and the

search direction dt is computed by dk = �rf(xt) + �tdt�1 with d0 = �rf(x0).

Here, �t is the CG update parameter. Some well-known formulas for �t are �HS

t
,

�PR

t
, �ktDY

, et al., see [6] for details.

2.3 FCGSM method

Based on the theories mentioned above, we now describe the proposed FCGSM

method. The flowchart of FCGSM is shown in Fig. 1. Note that adversarial

attack can be formulated as a maximization optimziation problem. Consider the

problem maxx2Rn f(x), where f is a continuous. Given the initial point x0 and

the initial search direction d0 = rf(x0), we then update xadv

t
(i.e., adversarial

sample) at the t-th iteration with dt as follows

xadv

t+1 = xadv

t
+ ↵t · sign(dt), (1)

and

dt = rf(xt)� �tdt�1 + �tyt�1, (2)

where dt is the so-called three-terms CG direction. We set �t = �PR

t
(=

(gt)
T
yt

(gt�1)T gt�1
)

and �t =
(gt)

T
dt�1

(gt�1)T gt�1
, where gt = rf(xt), yt = gt � gt�1.

For the stepsize ↵t, we calculate it according to the following two condi-

tions proposed in [2]: (1)
Pwj

i=wj�1
N < ⇢ · (wj � wj�1), (2) ⌘(wj�1) = ⌘(wj) and

f
(wj�1)
max = f

(wj)
max , where N indicates the count of the cases for which f(xt+1 >

f(xt)) holds and f
(wj)
max is the highest objective value in the wj iterations.

�



4 X. Xia et al.

In summary, FCGSM generates the adversarial samples by

xadv

t+1 = Cilpx,✏
�
xadv

t
+ ↵t · sign(dt)

 
, (3)

where Cilpx,✏ means that xadv

t
has be cliped into the ✏-neighbourhood of the

original sample x at each iteration to control the perturbation amplitude.

3 Experiments

In this section, we present comparison experiments with ACG [20] and APGD

[2] to show the feasibility and e�ciency of the proposed method.

3.1 Experimental setup

Datasets and Models. We choose sixe classification models (VGG-11, VGG-

13, and VGG-16; ResNet-18, ResNet-34, and ResNet-50) and two benchmark

datasets (MSTAR and CIFAR-10).

Hyperparameter setting. We set the maximum perturbation ✏ = 8/255,
the initial stepsize ⌘(0) = 0.01, the stepsize selection parameter ⇢ = 0.75, and
the maximum number of iterations T = 100.

Choice of loss function. ACG and APGD use the CW loss proposed in

[1] and DLR loss proposed in [2], respectively. For FCGSM, we choose the cross-

entropy loss as the objective function.

Evaluation metrics. We adopt the evaluation metrics based on accuracy,

attack success rate (ASR for short), and the diversity which is described as the

Euclidean norm of two successive adversarial samples, where the ASR is defined

as ASR =
accuracy before attacking�accuracy after attacking

accuracy before attacking .

3.2 Analysis of comparison results

Table 1 reports the time of generating adversarial samples on MSTAR dataset

for VGG-16 by using three attack methods. The time is calculated from the first

sample started to be attacked to the end of the attack on the last example. We

can see that the generating time of FCGSM is the lowest.

Table 1: Time of generating adversarial samples on MSTAR dataset.

CPU RAM GPU VGG-16 APGD ACG FCGSM

Intel(R) Xeon(R) 24GB NVIDIA GeForce ASR 95.46 98.15 98.48
Silver 4314 ⇥ 4 RTX 3090 ⇥ 2 time 5m46s 3m24s 3m22s

��



Fast conjugate gradient sign method for adversarial attack 5

Fig. 2: Comparision results of accuracy on the original sample set and adversarial

sample set. The left is on MSTAR, and the right is on CIFAR-10.

Table 2: The ASR of FCGSM, ACG and APGD for attacking the trained models.

The highest ASR is in bold, and the second is underlined. di↵ is the di↵erence

between bold and underlined.

MSTAR Attack Success Rate (%)

Architecture APGD ACG FCGSM di↵
VGG-11 93.92 94.15 94.38 0.23
VGG-13 87.54 90.54 90.92 0.38
VGG-16 95.46 98.15 98.48 0.33
ResNet-18 97.38 97.67 97.92 0.25
ResNet-34 97.21 99.61 97.28 2.33
ResNet-50 96.29 96.36 96.83 0.47

CIFAR-10 Attack Success Rate (%)

Architecture APGD ACG FCGSM di↵
VGG-11 98.96 99.23 99.40 0.17
VGG-13 98.84 99.20 99.47 0.27
VGG-16 96.62 98.44 98.47 0.03
ResNet-18 99.69 99.62 99.92 0.23
ResNet-34 99.46 99.69 99.70 0.01
ResNet-50 98.61 98.00 98.31 0.30

��



6 X. Xia et al.

Fig. 3: Comparison of the diversity of search direction by three methods.

Fig. 2 shows comparison results of six models trained on MSTAR and CIFAR-

10 after being attacked by FCGSM as well as ACG and APGD. The highest is

the original accuracy, and it can be seen that the accuracy value decreases sig-

nificantly after attacking. Table 2 reports the ASR results, and overall, FCGSM

has a higher ASR than other two methods in all scenarios.

We further examine the diversity of search direction by FCGSM. From the

Fig. 3, we can see that the amount of perturbation between two points fluctuates

widely, which indicates that FCGSM possesses the ability to search more diverse

direction and generate more diverse adversarial samples.

3.3 Adversarial training

In order to improve the robustness of the three classification models, we conduct

the adversarial training by using the oabtined adversarial samples. Specifically,

we divide the adversarial samples on VGG-16 generated by FCGSM into two

parts. 70% of these are put into the training set for the adversarial training,

and 30% of the adversarial samples generated from ACG and APDG are simul-

taneously chosen as test set to calculate the classification accuracy. We selecte

VGG-16 as the adversarial training model and validate the e↵ect on MSTAR

and CIFAR-10. Tables 3 and 4 show that the robustness of the model after

adversarial training is significantly improved, while the model after adversarial

training using the adversarial samples generated by FCGSM has good defense

against the attacks of the adversarial samples generated by ACG and APGD.

��



Fast conjugate gradient sign method for adversarial attack 7

Table 3: Adversarial training results on MSTAR.

MSTAR Accuracy

Architecture APGD ACG FCGSM
VGG-16 34.53 21.70 33.76

RobustVGG-16 40.92 42.71 40.67

Table 4: Adversarial training results on CIFAR-10.

CIFAR-10 Accuracy

Architecture APGD ACG FCGSM
VGG-16 8.04 9.13 10.07

RobustVGG-16 44.82 46.56 46.02

4 Conclusion

In this paper, we proposed a three-terms conjugate gradient direction-based

adversarial attack method, which has more diverse search ability to improve the

attack performance. Experimental results verified the validity and feasibility of

the proposed method, and in the future work we will apply this method to attack

deep learning detection models.
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Abstract. Fast and accurate detection and identification of small airborne targets 
are of great importance, to security in the air. Unmanned aerial vehicle detection 
algorithms are mostly deployed on edge devices, and a yolov5-based aerial target 
lightweight detector is proposed by compressing channels and network cropping 
for the limited resource characteristics on edge devices. Firstly, the shallow cross-
stage partial module is extended and optimized when designing the feature ex-
traction network to maximize the use of shallow features. Secondly, the network 
is cropped to reduce the number of down-sampling, which makes the computa-
tion faster. Finally, the pyramid network used for feature fusion is simplified by 
modifying from two upsampling operations and two downsampling operations to 
only one upsampling operation. On the homemade dataset, the proposed Yolo-
mini achieves 94.44% mean average accuracy on the test set and the Giga float-
ing-point operations per second of the model is only 3.2, which achieves a better 
balance of accuracy and computation compared to other lightweight algorithms. 

Keywords: Object Detection; UAV; Small Object; Neural Networks; Deep 
Learning. 
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1 Introduction 

With the rapid development of the unmanned aerial vehicle (UAV) industrial industry, 
UAVs are widely used in various industries, such as industry, urban management, 
sports, peacekeeping, transportation, power cruising, agriculture plant protection, ex-
press delivery and disaster rescue, and other scenarios in which UAVs are used [1,2]. 
Also in the military battlefield, drones are frequently seen as weapons [3,4]. Despite 
attracting widespread attention in different civilian and commercial applications, there 
is no doubt that drones pose a threat to airspace security and may endanger people and 
property. Drones are also likely to be used for nefarious purposes, such as this collect-
ing data from private areas, tracking people alive vehicles as spies, remote bugging, 
carrying explosives for unpredictable terrorist attacks in public places, etc. Therefore, 
the development of drone countermeasure systems is crucial [5–7]. 

There are many methods for UAV detection based on video images, such as Faster-
RCNN[8], SSD[9], YOLO[10], etc. These algorithms have achieved good results, but 
detection accuracy and detection speed are a pair of oxymorons, and these algorithms 
have their advantages and disadvantages, high detection accuracy means complex net-
work structure, and complex network structure means limited detection speed.  

To balance the detection speed of the model, a series of lightweight network structures 
have been proposed in the industry [11–14]. Widodo Budiharto et al. Constructed a 
detection model using Mobile Net and SSD to implement a fast detection algorithm 
with an accuracy that meets the practical requirements[15]. MobileNet is a lightweight 
network structure for edge devices. Sheng Yuan et al. proposed a lightweight network 
structure based on yolov5. They used the proposed CI network structure and then 
pruned the Neck structure. The method performs well on a bit of a stone detection 
task[16]. Haiying Liu et al. proposed an improved feature fusion method based on 
PANet and BiFPN, which effectively improves the detection of small objects[17]. 
These algorithms guarantee the model accuracy to meet the demand while ensuring the 
model size, and these models are relatively small in computation and suitable for de-
ployment at the edge. 

UAV countermeasure systems are mostly applied to edge devices. With the rapid de-
velopment of UAVs, the detection accuracy and detection speed of UAV detection al-
gorithms need to be further improved. Yolov5 is a more classical target detection algo-
rithm with not bad detection accuracy and detection speed. In this paper, a lightweight 
network based on the yolov5 is proposed to detect small targets in the air. The backbone 
network is trimmed and optimized to improve the speed of the algorithm and reduce 
the model size without losing the accuracy of the algorithm, which is easy to deploy on 
embedded devices. The contributions of this paper are as follows. 

1. A model tailoring idea for small targets is proposed. 
2. The cross-stage partial (CSP) module is optimized for better expressiveness. 
3. A detection algorithm for small targets in the air is proposed, which outperforms the 

original model in terms of speed and accuracy. 
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4. The model can identify the detected object in the images and mark the object’s 
bounding box by joining the results across the regions. 

2 Materials and Methods 

Detect Head

CBS

Upsample

Upsample Output

CSP

SPPF

Concat

Concat

Fig. 1. Yolo-mini network 

2.1 Improving the YOLOV5s network structure 

The aerial targets are generally acquired using ground equipment, and generally, the 
target in the image or video is small and belongs to small object detection. The original 
yolov5 backbone network contains a large number of down-sampling operations, and 
the feature map size after multiple down-sampling is small, which is not conducive to 
small object detection. In this paper, firstly, we reduce the number of down-sampling, 
which makes the computation faster. Secondly, the spatial pyramid pooling-fast (SPPF) 
module is added to the CSP module to improve the feature expression capability. Fig. 
1 gives the network structure of the improved Yolo-mini network, which contains four 
down-sampling, one up-sampling, and two CONCAT operations, fully fusing features 
of different sizes and different channel numbers to achieve multiscale feature fusion. 
The overall network is built by the extended CSP module and CBS (Conv, batch-
norming, and silo-activation) module, which does not contain complex operations and 
is easy to deploy. 

As shown in Fig. 1, the network structure of Yolo-mini consists of three stages: 

x Backbone (Down-sampling) stage: As shown in the first row of Fig. 1, the main role 
of this stage is to extract features and down-sample the images to reduce the compu-
tational effort. The CBS module represents the standard convolution, normalization, 
and activation function operations, and is mainly used for down-sampling. SPPF 
module contains four pooling sizes of 1×1, 5×5, 9×9, and 13×13, which are later 
fused by standard convolution. This stage expands the channel dimension of the fea-
ture map while down-sampling, as shown in Fig. 1. After the down-sampling stage, 
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the feature map becomes slender from flat, and the feature information is concen-
trated in the channel dimension, which is easy to use for subsequent prediction. 

x Neck (Up-sampling) stage: The main role of this stage is feature fusion, which fuses 
features of different dimension sizes to improve the expression of the features. As 
the second row of Fig. 1, after this stage, the feature map becomes flat from slender. 
This stage mainly uses modules such as the CSP module, CBS module, CONCAT 
module, and up-sampling module. The feature maps of different stages are stacked 
by CONCAT operation, and then the stacked feature maps are fused using the CSP 
module. 

x Head stage: This stage is mainly for detection and classification based on the ex-
tracted feature maps. This part is consistent with the original yolov5.  

2.1.1 CSP extension module 

CBS

CBS

CBS

CBS

Add

Input

Concat

CBS

Output

SPPF

×N 

 

Fig. 2. Extended CSP module. The SPPF module is added after the last convolutional layer. 

With the gradual deepening of the network level, the convolutional neural network can 
extract the semantic information of the high-level features better, but the resolution of 
the high-level feature maps is lower. In contrast, the resolution of the feature maps is 
higher at the shallow level, while the semantic information of features extracted from 
the shallow network is weaker. For an object with fewer and weaker features in the 
image, deep convolution can lead to difficult extraction or even loss of object features. 
To maximize the extraction of features that facilitate the detection of a weak object in 
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the airborne, it is necessary to make full use of the high-resolution features of the con-
volutional neural network at the shallow layer. Therefore, in the feature extraction 
stage, we extend the thickness of the CSP module in the shallow feature extraction 
process. Through stepwise feedback iteration, the object features in the feature map can 
be fully extracted, and multi-feature extraction from shallow to deep layers can be 
achieved. Moreover, in deepening the CSP module in the whole feature extraction net-
work by controlling the width and depth factors, we only extend the thickness of the 
CSP module to extract shallow features. This enhances the ability to extract shallow 
feature information without increasing the size of the network model and the complex-
ity of the algorithm, which facilitates the detection of a weak object in images. In addi-
tion, the CSP structure divides the feature mapping into two branches for extracting 
features and then merges them, which can achieve a richer combination of gradients 
while reducing the computational effort. 

The structure of the extended CSP module is given in Fig. 2. The red box is the dynamic 
expansion port, which will repeat N operations. Different CSPs have different N values. 
In general, a larger N value can increase the network depth and extract better features, 
but it will increase the computational effort. In the original yolov5, the N values of first 
these three CSPs in the backbone stage are [1,2,3], which gives less attention to the 
shallow features and more attention to the deep features. To give more attention to the 
shallow features, we modify the N values of the first three CSP modules in the backbone 
to [3,2,1]. 

The SPPF module in yolov5 is an improved version of the SPP module, which draws 
on the idea of spatial pyramids and enables the fusion of local and global features 
through the SPP module, enriching the expressiveness of the feature map and facilitat-
ing the detection of large differences in target size in the image to be detected, so it has 
a great improvement on the accuracy of detection. In the original yolov5 network struc-
ture, only an SPPF module is finally employed in the backbone network. To improve 
the expression of shallow features, as in Fig. 2, we add an SPPF module after each CSP 
module to enhance feature extraction. 

2.1.2 Network Trimming 
The original backbone network of the yolov5 network contains a large number of 
downsampling operations, and the feature map size after multiple downsampling is 
small, which is not good for small object detection. As in Fig. 1, the improved backbone 
network is given. Firstly, the 5 downsampling operations are reduced to 4 downsam-
pling operations, which prevents the features from being too small and unfavorable to 
small object detection. The size of the input image is 640×640, then the minimum fea-
ture map of the original yolov5 backbone network is 20×20, and the minimum feature 
map of the cropped backbone network is 40×40. 

The pyramid network structure was also modified. Replacing the original two up-sam-
ples operations with only one upsampling operation, only retaining the 40×40 and 
80×80 scales of output while adjusting to two anchors and two outputs. 
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3 Results 

3.1 Introduction to the data set 

The machine learning model should be trained on a set of annotated images with mark-
ers to detect and identify small targets in the air. There are three main sources of the 
dataset, one source is a public dataset, one source is public images collected online, and 
one source is real data. Among them, the public dataset is from [18], and the original 
data format is .mat format, which is converted to the applicable Yolo format after script 
processing is applied. The dataset covers several types of UAVs, civil aircraft, helicop-
ters, and several species of birds of prey. Factors affecting the object detection results, 
such as foreground occlusion, smoke, target size, imaging angle of view, and color, 
were also considered. The dataset was scaled to the video source ratio to ensure the best 
detection results. The dataset was divided into a training set, test set, and validation set 
according to the ratio of 6:3:1. Then the sample data in the dataset were labeled using 
the image labeling software called LabelImg. There was a total of 218,173 images in 
the dataset, and each image containing at least one target frame. 

 

Fig. 3. Sample images from the dataset 

A sample dataset is given in Fig. 3. The whole dataset is all aerial targets and the target 
size is small. Since it is an aerial target, the background is mostly the sky. Some of the 
targets have a white surface, which is close to the color of the clouds and poses a great 
challenge to detect. In addition, due to the difference in flight altitude of the four cate-
gories of targets: airplane, bird, UAV, and helicopter, the dataset does not contain mul-
tiple categories in the same image, in other words, a picture contains only one category 
of targets. 

Bird

Bird Bird

Bird

Bird

Bird

Drone

Helicopter

Airplane
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(a) (b) 

Fig. 4. Distribution of the sizes and locations of targets in images of the dataset 

In the Yolo series network, the target is described using the four dimensions of the 
target box, which correspond to [x, y, width, height]. [X, y] is the coordinates of the 
center point of the target box, and [w, h] is the width and height of the target box. Figure 
4 depicts the size and position distribution of the targets in the dataset image, where [x, 
y, width, height] are all normalized to between [0,1]. Figure 4(a) depicts the position 
statistics of the centroids of all target boxes in the dataset. It can be seen that the target 
distribution covers all positions of the image, and most of the targets are concentrated 
in the middle position of the image. The analysis concludes that the target position dis-
tribution in the dataset is close to the normal distribution and is relatively comprehen-
sive. Figure 4(b) depicts the width and height statistics of all target frames in the dataset. 
It can be seen that the width-to-height ratio of the target boxes is relatively balanced 
and close to square, and the width-to-height distribution of most of the targets is be-
tween [0.0,0.1], indicating that most of the targets in the dataset belong to small targets. 

3.2 Experiment Introduction 

The computer configuration for the experiments is as follows: 8 GB NVIDIA RTX3090 
graphics processing unit (GPU), 16 GB main memory, 1.297 GHz CPU, and SSD hard 
disk. We used the original yolov5 model weights on the coco dataset (keeping only the 
uncropped part) to accelerate the training. To run the Yolo-mini process on this GPU, 
training was performed using cuda11.1 and cudnn8.0. the code was implemented in 
torch, using torch version 1.7.1. All experiments were trained for 300 epochs, and the 
first 3 epochs were hot started. We used various data enhancement techniques and set 
parameters (e.g., rotation, translation, scaling, and other parameters) to enable the 
model to generate various images from a single image to enrich the given dataset. 

The training loss plot is given in Fig. 5, and it can be seen that the loss decreases rela-
tively fast in the first 10 Epochs, after which the trend of train/box_loss and 
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Val/box_loss also slowly decrease, indicating that the training is effective. 
Train/obj_loss and Val/obj_ The trend lines of loss almost overlap, which indicates that 
the model can discriminate the background and target well. Train/cls_loss keeps de-
creasing, but Val/cls_loss even shows an increasing trend, but the overall level remains 
low. 

 

Fig. 5. Training loss trend. 
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Fig. 6. The detection results on the test dataset 

The detection results are given in Fig. 6, with several typical targets selected for display. 
To facilitate the display, all images are scaled to 480*640 size. As in the second row of 
Fig. 6, the model can detect well for some very small targets, which shows that our 
model is effective for small targets. Most of the target frames in Fig. 6 are close to the 
outer rectangle of the target, which indicates that the regression of our target frames is 
very good and close to the ideal effect. Fig. 6 contains two types of images, infrared 
and visible, which indicates that our model can support the detection of both types of 
images. 

3.3 Ablation experiments 

To investigate the impact of our improvements on the model, we have separately in-
vestigated the N values for the first three CSP modules of the backbone network in Fig. 
1. The first three N values are [1,2,3] by default, and the three N values are [3,2,1] after 
taking the inverse. Plus whether to add the SPPF module after the CSP module, one has 
four combinations. Withsppf_inver is our improved model with N value taking inverse 
and CSP module adding SPPF two improvements. Withsppf and Withoutsppf_inver are 
controlled experiments, which add only N values taking inverse or CSP module adding 
SPPF. Withoutsppf is the original model without any improvements added. 

 

Fig. 7. Ablation experiment results 

As in Fig. 7, the results of the four comparison experiments are given. The horizontal 
coordinate is the number of epochs trained and the vertical coordinate is mAP@.5:.95. 
To facilitate the presentation of the results, we have taken, the results from 100 to 300 
Epochs. From Fig. 7, we can see that Withsppf_inver achieves the best results, which 
shows that our improvement is effective. In addition, Withsppf and Withoutsppf_inver 
also work better than Withoutsppf (the original version), respectively, indicating that 
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individual improvement is also useful for the model. We analyze the reasons for the 
usefulness of the improvements: since the backbone network of the model is continu-
ously down-sampling, the N value is taken inverse to make the model focus more on 
shallow features, which improves the detection of small targets. On the other hand, 
since the backbone network in Fig. 1 is constantly down-sampled, we inverse the N 
value, which improves the computational effort. The SPPF module can integrate fea-
tures with different granularity, which improves the feature representation, so it also 
has a role in map improvement. 

3.4 Comparison with classical lightweight object detection models 

Table 1. Comparison with other models. 

Network Recall/% Precision/% mAp.5/% mAP_0.5:0.95% Gflops 

Mobilenet[19] 92.98 86.03 89.52 46.93 6.4 

Yolov7n[20] 96.35 94.59 94.98 58.25 13.2 

Shffule[21] 91.96 81.59 85.12 40.30 1.6 

YOLO-mini 95.57 93.06 94.44 71.17 3.2 

In the field of object detection, there are many classic lightweight models, and to verify 
the effectiveness of our proposed method. We have selected three lightweight models 
for comparison. All network inputs were used with 640*640 inputs and trained with 
300 epochs to compare the effect on the test set. 

As shown in Table 1, the proposed Yolo-mini achieved the highest mAP_0.5:0.95% by 
71.71 compared to the other models. Compared to Mobilenet, all accuracy performance 
achieved a lead, while the model size is half smaller. Compared to the yolov7n model, 
the precision is comparable to that of the yolov7n model with a model size of 1/4 of its 
size. Compared to Shffule, the model is twice as large, but the performance improve-
ment is large enough to make these additional computations worthwhile. 

4 Conclusions 

To overcome the shortcomings of image detection of small targets, a lightweight detec-
tion model Yolo-mini is proposed for small air targets such as UAVs, flying birds, hel-
icopters, and planes. The mAP of the model reaches 94.4%, and the Gflops of the model 
is only 3.2. In this paper, the network structure is firstly cropped to detect small targets, 
and only the feature maps with the larger resolution are retained, and then a series of 
optimizations such as order adjustment and module expansion is carried out for the 
backbone network. Through a series of comparative experiments, it is found that our 
model has advantages in the same volume model structure. 
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Abstract. Sound recognition is a challenging task because of the complexity of 
sound and the excessive noises in environments. This study aims to discuss the 
influence of different sound lengths on the accuracy of model training. Therefore, 
this study used LeNet, a simple model with few parameters, and adopted the de-
sign of aver-age pooling to enable the proposed models to receive audio of any 
length. In this study, we verified the preliminary feasibility of transfer learning 
by LeNet from short-to-long and long-to-short audio, and then further used Res-
Net and ResNet-18 instead of LeNet. In experiments, we used the ESC-10 dataset 
for training models and validated their performance via the self-collected chain-
saw-audio da-taset. The results show that (a) the models trained with different 
audio lengths (1s, 3s, and 5s) have accuracy from 74%~78%, 74%~77%, and 
79%~83% on the self-collected dataset. (b) The generalization of the previous 
models is signifi-cantly improved by transfer learning, the models achieved 
85.28%, 88.67%, and 91.8% of accuracy. (c) In transfer learning, the model 
learned from short-to-long audios can achieve better results than that learned 
from long-to-short audios, es-pecially being differed 14% of accuracy on 5s 
chainsaw-audios. (d) the models with lower complexity, i.e. LeNet and ResNet, 
have higher benefits using transfer learning from short-to-long audios and even 
perform better than the complex model, RestNet-18. 

Keywords: Voice Recognition, Environmental Sound Classification, Chainsaw 
Sound Recognition, Transfer Learning. 

1 Introduction 

In recent years, the awareness of environmental protection has gradually gained atten-
tion among the general public. In addition to natural disasters such as wildfires and 
landslides, the issues related to forests are the prevention of human factors. Among the 
human-made events, the most destructive to forests is illegal logging. It is not enough 
to protect a forest through monitors or manual patrols. However, through sound moni-
toring, the cost of deploying protective nets can be reduced, and the occurrence of ille-
gal logging incidents can be responded more immediately. This task belongs to the 
category of Environmental Sound Classification (ESC). Before performing the task of 
environmental sound classification, the sound needs to be preprocessed. There are 
many preprocessing methods, and many different features can be obtained for the 
model to use. . Zero-crossing rate (Zhang and Kuo, 2001), wavelet features (Valero and 
Alías, 2012), Mel cepstral coefficient (MFCC) (Uzkent et al., 2012). At present, 
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machine learning and deep learning have been widely used in environmental sound 
classification tasks. Support Vector Machine (SVM) (Chu et al., 2009; Piczak, 2015b), 
Random Forest Classifier (Random Forest Classifier, RF) (Piczak, 2015b), Gaussian 
Mixture Model (GMM) (Piczak, 2015b; Dhanalakshmi et al., 2011) are all classic ma-
chine learning methods. But the initial training of machine learning is time-consuming 
and costly. Without sufficient data, it is difficult to train a usable model. In recent years, 
deep learning techniques have been well applied to extract high-discriminative features 
from sound signals to perform environmental sound classification. Extracting useful 
features and still maintaining good generalization ability for subtle sounds makes deep 
learning the preferred method for environmental sound classification. The difference 
between environmental sound classification and speech recognition tasks is that the 
sounds to be recognized in environmental sound classification are usually scattered, 
and the spectrograms converted from the same type of sound may show considerable 
gaps, and the sound pattern can be continuous. , irregular, instantaneous, and most of 
them will contain many noisy or silent frames, and the length of the sound we input 
may also be different. And if the model needs to be applied to small monitoring equip-
ment in the forest, there are large restrictions on the size, complexity and length of the 
sound of the model, so this paper wants to study in a simple model, so this paper Try to 
change the number of seconds of audio during training for transfer learning (Zhuang et 
al., 2020; Liao et al., 2021; Hung and Chang., 2021) to study the sensitivity of the model 
to the judgment of chainsaw sounds outside the training set Spend. The remaining chap-
ters of this study are organized as follows: Section 2 describes the work related to the 
original architecture of the environmental sound model used in this study, Section 3 
introduces the data set used in this study and explains the methodology used in this 
study, and Section 4 presents the research The comparison of model training results and 
the results of the model's ability to judge sounds other than audio in the data set, Chapter 
5 discusses the experimental results, and Chapter 6 summarizes the results of this re-
search. 

2 Related Work 

This section presents related work on ambient sound classification using deep learning-
based models. 

2.1 Apply spectrogram to CNN 

Since two-dimensional features can be obtained after converting the audio into a spec-
trogram, the spectrogram has always been a favorite preprocessing method for deep 
learning models of sound. After the advent of CNN (Piczak, 2015a), it was the first 
time to propose a 2D-CNN that uses spectrogram features as input and executes ESC. 
According to the research results, compared with machine learning models such as 
SVM, RF, and GMM, PiczakCNN significantly improves the accuracy of identifica-
tion. , Inspired by PiczakCNN, more and more people input spectrograms into different 
CNN models, and some people have combined pre-trained networks to get excellent 
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results (such as GoogleNet (Szegedy et al., 2015) and AlexNet ( Krizhevsky et al., 
2012)). 

2.2 LeNet-5 

The model used in this study is referenced from LeNet-5 (LeCun et al., 2015) and some 
modifications have been made to meet the requirements of training tasks. In the 1990s, 
due to the development of algorithms such as SVM, the development of deep learning 
has been greatly affected. hinder. But LeCun et al. (LeCun et al., 2015) persevered and 
still worked hard in this field. In 1998, LeCun proposed the LeNet-5 network to solve 
the problem of handwriting recognition. LeNet-5 is known as the "Hello Word" of con-
volutional neural networks, which is enough to see the importance of this paper. The 
model has 7 layers in total, including 3 convolutional layers, 2 average pooling layers, 
and 2 fully connected layers. 

2.3 ResNet 

One of the models used in this study uses the Residual Block (He et al., 2016) design. 
Compared with the current network, the network at that time was very shallow. The 
reason for this is that the deeper network at that time was easier to fail to train, which 
made the deeper network sometimes bring worse results. The residual learning pro-
posed by ResNet simply makes deep networks easier to train, and also opens up the era 
of various ultra-deep networks. Figure 1 shows the network design of the Residual 
Block. An additional line is used for cross-layer connection, so that the features after 
the volume base can additionally retain the original features. The overall network can 
achieve the existing deep features while retaining the original features to avoid losing 
too much message. 

 
Fig. 1. Residual Block Architecture Diagram 
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2.4 AdaptiveAvgPool2d 

Before proceeding with the scheme that I want to study in this article, we need to find 
a way to enable the model to input sound information of different dimensions, so Adap-
tiveAvgPool2d is added to the original model after the convolution layer and before the 
flattening layer. The concept of this method is similar to global pooling. Layer (Global 
Average Pooling, GAP) (Lin et al., 2013), so that the model can input sound data of 
different dimensions. Normal average pooling needs to calculate the window and pace 
by itself, but AdaptiveAvgPool2d can only input the data dimension you want to output 
Size, it will automatically calculate the window and pace so that the output format meets 
the model requirements. 

2.5 Transfer Learning 

In some fields, the marking of labels is expensive, resulting in insufficient training data, 
and it is easy to cause the trained model to overfit, that is, the generalization ability of 
the data outside the training data is insufficient, resulting in the model having no prac-
tical value. Migration learning There are two commonly used methods, feature extrac-
tion and fine-tuning. Feature extraction refers to using the pre-trained model as the part 
of data feature extraction to extract useful features for the target task. Fine-tuning tech-
nology is to use the model trained for the original task and The parameters are applied 
to the target training task, so that the target training task can have a better initial gradient 
position for training, which can achieve faster convergence and increase accuracy. Mi-
gration learning has achieved good results in past research, so this study The proposed 
model training method is based on fine-tuning technology, and it is studied whether it 
is possible to improve the accuracy by changing the length of the input audio for trans-
fer training without changing the complexity of the model. 

3 Method 

3.1 DataSet 

x ESC-10 Dataset(Piczak et al., 2015b): 

The ESC-10 data set is a subset of the ESC-50 data set, which contains 400 labeled 
collections of indoor and outdoor environmental recordings. It is suitable for bench-
marking methods for environmental sound classification. The audio in this data set is 
composed of 5-second long records , the sampling rate is 44100Hz, and is classified 
into 10 categories on average, one of which is chainsaw sound, and each category has 
40 audios. The labels in this data set have been pre-arranged 5-fold for cross-validation 
to ensure the same Fragments of the original source file are contained in the same fold. 

x Chainsaw Dataset: 

The sound clips collected in this study including the sound of chainsaws do not contain 
any audio data from ESC-10 and ESC-50. The audio data set is composed of 5-second 
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long records with a sampling rate of 44100Hz. Special mention The problem is that 
these clips are not all clean chainsaw sounds, to simulate the noise that would be present 
in real life when judgment is required. 

3.2 Architecture for training models in different seconds 

There are four sections in this chapter. The first section explains the data preprocessing, 
the second section introduces the details of the model implementation and the parame-
ter setting of the experiment, the third section explains the experimental design, and the 
fourth section explains the experimental environment and hyperparameter settings. 

3.2.1 data preprocessing 

Spectrogram features are extracted from a given acoustic signal. The sampling rate is 
44100Hz, the frame shift is set to 512, the window length is 2048, the number of filters 
is 128, the highest frequency is 22050, and the lowest frequency is 20. In this study, the 
Libroas library in Python (McFee et al., 2015) was used to extract the spectral signal. 
Since this study wants to train the model and perform migration training through dif-
ferent seconds, it wants to extract three different types of short, medium and long The 
length is used to make a difference, so I chose 1 second, 3 seconds, and 5 seconds. The 
converted feature sizes are (128,87,1), (128,259,1), (128,431,1) respectively. Since the 
sounds are all 5-second segments, the data will increase by 5 times and 3 times when 
extracting 1-second and 3-second sounds, respectively. Figure 2 shows the method of 
sound segment extraction. In this experiment, two model training methods are de-
signed: (1) the normal ESC-10 label, the label is classified from 0 to 9, a total of 10 
labels, and (2) all the sound labels other than the chainsaw sound are set to 0 , and the 
chainsaw sound label is set to 1 for binary classification.  

 
Fig. 2. Schematic diagram of extraction of different sound lengths 

3.2.2 Model implementation details and experimental parameter settings. 

Figures 3, 4, and 5 show the model architecture used in this study. 
The relevant parameters of the model in Figure 3 are as follows. 

��



6 

x A1: The input size is (1, 128, W), and W is the width converted into a spectrogram 
for 1 second, 3 seconds, and 5 seconds. 

x A2: It is a 2D-CNN convolutional layer, the number of input channels is 1, the num-
ber of output channels is 16, the kernel_size is 5, the stride is 1, and the padding is 
0. 

x A3: It is a maximum pooling layer, the kernel_size is 2, the stride is 2, and the pad-
ding is 0. 

x A4: It is a 2D-CNN convolutional layer, the number of input channels is 16, the 
number of output channels is 32, the kernel_size is 5, the stride is 1, and the padding 
is 0. 

x A5: It is a maximum pooling layer, the kernel_size is 2, the stride is 2, and the pad-
ding is 0. 

x A6: It is a binary adaptive average pooling layer, which performs adaptive average 
pooling according to the direction of the channel, and the output is one with an array 
length of 32. 

x A7: It is a fully connected layer with 120 nodes. 
x A8: It is a fully connected layer with 84 nodes. 
x A9: It is a fully connected layer, and the number of nodes is 10 or 2, depending on 

the experimental project. 

 
Fig. 3. Model architecture diagram of LeNet combined with Global Average Pooling 

The relevant parameters of the model in Figure 4 are as follows. 

x A1: The input size is (1, 128, W), and W is the width after converting 1 second, 3 
seconds, and 5 seconds into a spectrogram. 

x A2: It is a 2D-CNN convolutional layer, the number of input channels is 1, the num-
ber of output channels is 64, the kernel_size is 7, the stride is 2, and the padding is 
3. 

x A3: It is a maximum pooling layer, kernel_size is 2, stride is 2, padding is 1, followed 
by a BatchNorm2d layer and a Relu layer. 

x A4: It is a 2D-CNN convolutional layer, the number of input channels is 64, the 
number of output channels is 128, the kernel_size is 5, the stride is 1, and the padding 
is 0. 

x A5: It is a 2D-CNN convolutional layer, the number of input channels is 128, the 
number of output channels is 128, the kernel_size is 5, the stride is 1, and the padding 
is 0. 
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x A6: It is a binary adaptive average pooling layer, which performs adaptive average 
pooling according to the direction of the channel, and the output is one with an array 
length of 128. 

x A7: It is a fully connected layer with 64 nodes. 
x A8: It is a fully connected layer with 10 nodes. 

A4 and A5 are followed by a maximum pooling layer with kernel_size of 2, stride of 2, 
padding of 0 and a Relu layer. 

 
Fig. 4. Model architecture diagram of single-layer Residual Block combined with Global Aver-

age Pooling 

The relevant parameters of the model in Figure 5 are as follows. 

x A1: The input size is (1, 128, W), and W is the width after converting 1 second, 3 
seconds, and 5 seconds into a spectrogram. 

x A2: It is a 2D-CNN convolutional layer, the number of input channels is 1, the num-
ber of output channels is 64, the kernel_size is 7, the stride is 2, and the padding is 
3. 

x A3: It is a maximum pooling layer, kernel_size is 2, stride is 2, padding is 1, followed 
by a BatchNorm2d layer and a Relu layer. 

x A4: It is a 2D-CNN convolution layer, the number of input channels is 64, the num-
ber of output channels is 64, kernel_size is 5, stride is 1, padding is 0, followed by a 
maximum pooling layer, kernel_size is 2, stride is 2, The padding is 0 and a Relu 
layer. 

x A5: It is a 2D-CNN convolutional layer, the number of input channels is 64, the 
number of output channels is 64, the kernel_size is 5, the stride is 1, and the padding 
is 0. 

x A6: It is a 2D-CNN convolution layer, the number of input channels is 64, the num-
ber of output channels is 128, the kernel_size is 5, the stride is 1, and the padding is 
0. 
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x A7: It is a 2D-CNN convolution layer, the number of input channels is 128, the 
number of output channels is 128, the kernel_size is 5, the stride is 1, and the padding 
is 0. 

x A8: It is a 2D-CNN convolutional layer, the number of input channels is 128, the 
number of output channels is 256, the kernel_size is 5, the stride is 1, and the padding 
is 0. 

x A9: It is a 2D-CNN convolutional layer, the number of input channels is 256, the 
number of output channels is 256, the kernel_size is 5, the stride is 1, and the padding 
is 0. 

x A10: It is a 2D-CNN convolutional layer, the number of input channels is 256, the 
number of output channels is 512, the kernel_size is 5, the stride is 1, and the padding 
is 0. 

x A11: It is a 2D-CNN convolutional layer, the number of input channels is 512, the 
number of output channels is 512, the kernel_size is 5, the stride is 1, and the padding 
is 0. 

x A12: It is a binary adaptive average pooling layer, which performs an adaptive av-
erage pooling layer according to the direction of the channel, and the output is one 
with an array length of 512. 

x A13: It is a fully connected layer with 64 nodes. 
x A14: It is a fully connected layer with 10 nodes. 

A4 to A11 are followed by a maximum pooling layer with a kernel_size of 2, a stride 
of 2, padding of 0 and a Relu layer. 

 
Fig. 5. Model architecture diagram of ResNet-18 combined with Global Average Pooling 

3.2.3 Experimental design 

In this study, the ESC-10 data sets of different lengths (1 second, 3 seconds, 5 seconds) 
were used to train the model, and the experiment was divided into three stages sequen-
tially. In the first stage, we used two different label methods to train separately Figure 
3 model, and uniformly used the 1-second, 3-second and 5-second sound files of the 
chainsaw sound data set collected by this research to verify the recognition ability of 
the chainsaw sound. In the second stage, we will perform migration training on the 
model in Figure 3 with the label method that performed better in the first stage, and 
compare it with the model that has not undergone migration training second, 3 second 
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and 5 second sound files to verify the recognition ability of the chainsaw sound. In the 
third stage, we will use the models in Figure 4 and Figure 5 to train in 1 second, 3 
seconds, and 5 seconds, respectively, and transfer learning for training and comparison. 
The comparison benchmark uses the ESC-10 test set, and the three-stage model training 
is unified. Use the ESC-10 data set to perform 5-Fold cross-validation. 

3.2.4 Experimental environment and hyperparameter settings 

All models were developed and run on an NVIDIA GeForce RTX3060 6G GPU with 
8GB RAM and the proposed experimental method was developed using the open source 
Pytorch 1.12 library running Python on the Windows 10 operating system. The batch 
size is 64, the Adam optimizer (Kingma and Ba, 2014) is used for optimization, the 
learning rate is 0.0002, and the learning rate is reduced to half of the original every 10 
times of training, and the loss function method is CrossEntropy Loss (Zhang and 
Sabuncu, 2018), with a total of 30 training times. The part of transfer training is to 
repeatedly train the model with audio data of different lengths with the above parame-
ters. 

4 Experimental results 

There are three stages of experimental results in this chapter. The first stage is the result 
of the normal training of the model in Figure 3 using two different label data, and the 
second stage is the result of the transfer training of the model in Figure 3 with the label 
method that performed better in the first stage , the third stage is the result of the normal 
training of the models in Figure 4 and Figure 5 and the transfer training. 

4.1  First stage 

Figure 6 and Figure 7 are the results of the first stage of the experiment. The bars in the 
figure represent the average accuracy of 5-fold verification. The high point of the error 
bar on the long bar is the highest accuracy in 5-fold, and the low point is 5-fold lowest 
accuracy. 

4.1.1 Accuracy of model trained on binary classification 

Figure 6 shows the judgment accuracy of the model using binary classification as the 
final result after feeding different number of seconds. There are 3 models, which are 
trained in 1 second, 3 seconds, and 5 seconds respectively, and are fed in 1 second, 3 
seconds, and 5 seconds for prediction. The three models have 53.52%, 60.04%, and 
53.68% accuracy for the 1-second test audio, which are higher than 49.47%, 55.4%, 
44.87% for the 3-second test audio, and 44% and 50% for the 5-second test audio , 
39.8%. As a result, the binary classification model has the highest accuracy in predict-
ing the sound of chainsaws in 1 second. 
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Fig. 6. Accuracy histogram after training with binary classification, the model was trained sepa-
rately for 1 second, 3 seconds, and 5 seconds, and the accuracy was tested using the test audio 

for 1 second, 3 seconds, and 5 seconds. 

4.1.2 The accuracy of the model after training according to the ESC-10 
classification 

Figure 7 shows the judgment accuracy of the model using ESC-10 classification as the 
final result after training with different numbers of seconds. There are 3 models, which 
are trained in 1 second, 3 seconds, and 5 seconds respectively, and are fed into 1 second, 
3 seconds, and 5 seconds for prediction. The three models have 74.16%, 74.16%, and 
79.32% accuracy for the 1-second test audio, 78.2%, 76.13%, and 83.53% accuracy for 
the 3-second test audio, and 78.8%, 77.6% for the 5-second test audio. %, 83.2% accu-
racy, the result is that no matter how many seconds the model is trained, the accuracy 
oI�WKH�PRGHO¶V�SUHGLFWLRQ�IRU�WKH�WHVW�GDWD�RI�GLIIHUHQW�VHFRQGV�LV�VLPLODU��EXW�LW�FDQ�EH�
seen that the accuracy of the model trained for 5 seconds is higher. For the test data, the 
prediction accuracy of feeding longer seconds is generally higher, and all the prediction 
accuracy ratios are much higher than using the binary prediction method. 

��



11 

 
Fig. 7. Accuracy histogram after training using ESC-10 classification, the model is trained sep-
arately for 1 second, 3 seconds and 5 seconds, and the accuracy is tested using the test audio of 

1 second, 3 seconds and 5 seconds. 

4.2 Second stage 

Figure 8 shows the results of the second stage of the experiment. The bars in the figure 
represent the average accuracy of 5-fold verification. The high point of the error bar on 
the bar is the highest accuracy in 5-fold, and the low point is the lowest accuracy in 5-
fold. Spend. Figure 9 shows the error range of the model training in Figure 7 and Figure 
8. 

4.2.1 The accuracy of the model after using transfer training 

Figure 8 shows the accuracy of the model after migration training. The model is trained 
in (1 second ĺ 3 seconds ĺ 5 seconds) and (5 seconds ĺ 3 seconds ĺ 1 second) 
seconds, and both are fed for 1 second , 3 seconds, 5 seconds for prediction. The two 
models have 85.28% and 74.52% accuracy for the 1-second test audio, 88.67% and 
77.06% accuracy for the 3-second test audio, and 91.8% and 77.8% accuracy for the 5-
second test audio. Compared with the model with the best performance in Figure 7, 
comparing the test data of the model trained with 5 seconds, it can be found that the 
model trained with the number of seconds from small to large (1 second ĺ 3 seconds 
ĺ 5 seconds) is at 5 seconds The accuracy of the second-second audio increased by 
8.6%, the 3-second audio increased by 5.14%, and the 1-second audio increased by 
5.96%. The model trained from large to small (5 seconds ĺ 3 seconds ĺ 1 second) 
showed poor results. And there is no improvement in the accuracy at each second com-
pared to any of the models in Figure 4. 
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Fig. 8. The accuracy histogram of ESC-10 classification using the model after transfer learning. 
The model performs transfer learning in the order of (1 second ɦ 3 seconds ɦ 5 seconds) and 
(5 seconds ɦ 3 seconds ɦ 1 second) , and use 1 second, 3 second and 5 second test audio for 

accuracy test. 

4.2.2 The prediction range of K-Fold after the model uses migration training 

Figure 9 shows the full range of predicted values for K-Fold after the model uses mi-
gration training. The calculation method is to subtract the value with the highest pre-
dicted accuracy of K-Fold from the value with the lowest predicted accuracy. The first 
three models are models that have not undergone transfer learning and only use a single 
number of seconds (1 second, 3 seconds, 5 seconds) for training. The 1-second predic-
tion accuracy values are 5%, 7.66%, 15%, and 3 The second prediction accuracy ranges 
are 9.8%, 11%, and 16%, respectively, and the 5-second prediction accuracy ranges are 
13.8%, 18%, and 23%, respectively. The latter is the accuracy of the two models after 
using migration training. The model Respectively (1 second ɦ 3 seconds ɦ 5 seconds) 
for training, and (5 seconds ɦ 3 seconds ɦ 1 second) seconds, the prediction accuracy 
range of 1 second is 5.2%, 19.2%, respectively, and the prediction accuracy of 3 sec-
onds is full The distances are 5.67% and 24.32% respectively, and the full range of 5-
second prediction accuracy is 4% and 2.4%. From the training results, it can be seen 
that (1 second ɦ 3 seconds ɦ 5 seconds) after migration training can be effectively 
Reduce the full distance of the predicted value, and from the accuracy of Figure 4 and 
Figure 5, it can be seen that the accuracy can be greatly improved while reducing the 
full distance. For the 5-second test data, the accuracy is increased by 8.6% and reduced. 
Up to 19% range, 5.14% accuracy improvement and 12.33% range reduction for 3-
second test data, 5.96% accuracy improvement and 8.6% range reduction for 1-second 
test data , studies have shown that the migration-trained model increases the perfor-
mance of extracting audio features, increases the generalization of the model, and im-
proves the accuracy of model judgment. 
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Fig. 9. The range histogram of the prediction accuracy of the ESC-10 classification K-Fold us-
ing the From Scratch and transfer learning training models respectively. The models are trained 
separately in 1 second, 3 seconds and 5 seconds and (1 second ɦ 3 seconds ɦ 5 seconds), (5 
seconds ɦ 3 seconds ɦ 1 second) for transfer learning, and use 1 second, 3 seconds, and 5 

seconds of test audio to perform prediction value range calculation. For K-Fold's prediction ac-
curacy range, the range calculation method is to subtract the value of the lowest prediction ac-

curacy from the value of the highest prediction accuracy in K-Fold. 

4.3 Third stage 

Figure 10 is the training result of the model in Figure 4, and Figure 11 is the training 
result of the model in Figure 5. The bars represent the average accuracy of 5-fold veri-
fication. The high point of the error line on the bar in the figure is the highest accuracy 
in 5-fold. The low point is the lowest accuracy in 5-fold. 

4.3.1 The results of training using the ResNet model 

Figure 10 shows that the model in Figure 4 is trained separately in 1 second, 3 seconds, 
and 5 seconds, and transfer learning is performed in the order of (1 second ĺ 3 seconds 
ĺ 5 seconds), (5 seconds ĺ 3 seconds ĺ 1 second), 1 Second, 3 second, and 5 second 
ESC-10 test sets for accuracy testing. The five models have 77.3%, 7a2.75%, 58.65%, 
77.65%, and 78.15% accuracy for the 1-second test audio, and 83.25%, 82.58%, 
70.17%, 87.5%, and 84.92% accuracy for the 3-second test audio The five-second test 
audio has an accuracy of 82.25%, 85%, 79.25%, 90.75%, and 82%, respectively. In the 
separate training part, it can be seen that the accuracy of the 5-second training is poor. 
The 1-second and 3-second training have their own advantages and disadvantages in 
the test audio of different seconds. In the transfer training part, it can be found that the 
number of seconds is increased from small to large. (1 second ĺ 3 seconds ĺ 5 sec-
onds) the model trained from large to small (5 seconds ĺ 3 seconds ĺ 1 second) 
showed better results than the model trained from small to large (1 second ĺ 3 seconds 
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ĺ 5 seconds) compared with the model test results of other training methods, except 
that the test accuracy of 1 second is slightly lost by 0.5% compared with the highest 
accuracy, and the test accuracy of 3 seconds is the second highest compared with the 
second highest. was 2.58% more accurate for, and the five-second test was 5.75% more 
accurate than the next best. 

 
Fig. 10. The prediction accuracy histogram of the ESC-10 classification K-Fold using From 

Scratch and transfer learning training the model in Figure 4, the model is trained separately in 1 
second, 3 seconds and 5 seconds and (1 second ɦ 3 seconds ɦ 5 seconds), (5 seconds ɦ 3 
seconds ɦ 1 second) for transfer learning, and the ESC-10 test sets for 1 second, 3 seconds, 

and 5 seconds for accuracy testing. 

4.3.2 The results of training using the ResNet-18 model 

Figure 11 shows that the model in Figure 4 is trained separately in 1 second, 3 seconds, 
and 5 seconds, and transfer learning is performed in the order of (1 second ĺ 3 seconds 
ĺ 5 seconds), (5 seconds ĺ 3 seconds ĺ 1 second), 1 Second, 3 second, and 5 second 
ESC-10 test sets for accuracy testing. The five models have 75.45%, 75.1%, 66.25%, 
71.85%, and 76.25% accuracy for the 1-second test audio, and 79.58%, 85.42%, 
80.25%, 82.58%, and 83.83% accuracy for the 3-second test audio The five-second test 
audio has an accuracy of 80.25%, 87.75%, 86.75%, 87.5%, and 84.5%, respectively. In 
the part of separate training, it can be seen that the accuracy of 5-second training and 
1-second test is poor, and the rest have their own advantages and disadvantages in the 
test audio of different seconds. In the part of transfer training, it can be seen that the 
accuracy of the model has not been improved or even It also reduces accuracy compared 
to training on seconds alone. 
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Fig. 11. The prediction accuracy histogram of the ESC-10 classification K-Fold using From 

Scratch and transfer learning training the model in Figure 4, the model is trained separately in 1 
second, 3 seconds and 5 seconds and (1 second ɦ 3 seconds ɦ 5 seconds), (5 seconds ɦ 3 
seconds ɦ 1 second) for transfer learning, and the ESC-10 test sets for 1 second, 3 seconds, 

and 5 seconds for accuracy testing. 

5 Discussions 

From the experimental results, it can be seen that the model trained by binary classifi-
cation is not effective. It is speculated that the data distribution during training is too 
skewed because the data fed in is not the sound of the chainsaw and the audio ratio of 
the sound of the chainsaw is 9. Compared with 1, the generalization ability of the model 
is reduced. The model trained with the normal ESC-10 label has considerable accuracy 
even if the audio is different from the number of seconds used for training. It is inter-
esting to see that the model is given a longer number of seconds No matter how many 
seconds the model takes to train, the accuracy of prediction is generally high. However, 
it can be seen that the accuracy of the two training methods is quite different in 5-fold. 
Good models classified by ESC-10 have the most difference in highest and lowest ac-
curacy when inputting longer seconds to make predictions. In the model using migra-
tion training, the training is performed in increments of seconds, and it can be seen that 
its judgment accuracy is higher in 5 seconds, and it is also improved in 3 seconds and 
1 second. It can be seen that all judgments can be seen in training in descending sec-
onds. The accuracy has not improved and the error has become larger. The 1-second 
prediction accuracy ranges are 5.2% and 19.2%, the 3-second prediction accuracy 
ranges are 5.67%, 24.32%, and the 5-second prediction accuracy ranges are respec-
tively 4%, 2.4%, so the research shows that if you want to use different lengths of audio 
for migration training, you can get better results from short audio training to long audio, 
but if you train from long audio to short audio, it will not improve. The accuracy of the 
judgment and the error of the model are improved. The difference between the highest 
accuracy and the lowest accuracy is significantly smaller from short audio training to 
long audio training. Therefore, correct transfer learning is indeed beneficial to the 
recognition of chainsaw sounds. After using migration training for different models, it 
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can be found that for the three models used in this research, one feature can be found, 
that is, the higher the complexity of the model, the lower the benefit can be obtained 
after using migration training, and even the complexity can be seen. The accuracy of 
the lower model after migration training is higher than the accuracy of the model with 
high complexity. Here are three possible explanations to be verified: (a) There is a mar-
ginal benefit in the volume base of the sound spectrogram. Overly complex models lead 
to poor accuracy. (b) Migration training methods of different lengths can improve the 
simple model better, so it can be used as a method to improve the accuracy of simple 
models. (c) Whether it is due to insufficient training data or too simple classification 
tasks that lead to overfitting of complex models. 

6 Conclusion 

This study raises a question to make the model accept the audio that is different from 
the length of the training audio for prediction and explore the help of transfer learning 
for this model. The comparison of different training seconds for the generalization abil-
ity of the model, the experiment compares two different The labeling method and the 
further use of transfer learning for training on the better-performing labeling method, 
the results prove that the model can effectively generalize and have good accuracy for 
audio that is different from the length of the training audio. In transfer learning On the 
one hand, it can be seen that this training method can effectively improve the generali-
zation ability and accuracy of the model. Two different models were additionally tested 
and compared with the data to verify the performance of transfer learning and to pro-
pose the extension direction of this research. 
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Abstract. This paper presents a real-time navigation control system based on li-
dar sensing in unknown environments. The input is the distance between the ro-
bot and the wall from the lidar sensor, and the output is the steering angle of the 
robot, so as to navigate to the destination without collision in various unknown 
environments. The experimental results show that the navigation control system 
developed in the simulated and actual environments can effectively assist the 
Ackerman robot to complete the navigation task in unknown environments. 

Keywords: Deep Learning Controller, Navigation, Mobile Robot. 

1 Introduction 

Due to labor shortages and increased labor costs, many factories are transitioning to 
fully automated mechanization, and one of the key technologies is autonomous mobile 
robots. Ideally, autonomous mobile robots can move or work in real-world environ-
ments without human operation, but unknown environments and uncertain dynamic 
obstacles make this work difficult [1]. If the problem of unknown environment and 
dynamic obstacles can be solved, the technology of autonomous mobile robot can also 
be applied to self-driving cars [2] or handling large objects [3-4]. The navigation control 
of autonomous mobile robots can be divided into two technologies, including goal find-
ing and obstacle avoidance, where these technologies are built on the robot with a ro-
bust controller. In this paper, a navigation control method is designed for the autono-
mous Ackerman robot in unknown environments. The proposed system consists of a 
behavioral controller to control the Ackerman robot for obstacle avoidance or heading 
toward the goal without global map information. 

2 Methods 

Fig. 1 presents a training environment measuring 11 m × 8 m. To allow mobile robots 
to encounter different environments, the training environment includes straight lines, 
corners, and right-angled corners. 
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Fig. 1. Mobile robot training environment 

 

If an obstacle is detected in front of the autonomous Ackerman robot, the behavior 
controller will switch to wall-following mode to assist the robot to walk along the object 
until the robot leaves the obstacle. To achieve this behavior, a fuzzy controller with wall 
following function, namely Wall-Following Fuzzy Controller (WFFC), is designed. Fig. 
2 present the system flow of wall-following mode. First, the lidar sensor detects the dis-
tance to obstacles around the robot. Then the distance information is used as the input of 
the controller and the output is the steering angle of the robot. 

 

Fig. 2. wall-following mode 
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3 Experimental Result 

The autonomous Ackerman robot used in this paper is an independent research and 
development. The robot uses a Velodyne Puck (VLP-16) lidar sensor to scan for sur-
rounding obstacles and an edge-embedded device NVIDIA Jetson AGX Xavier (AGX) 
for real-time data processing. The sensing distance range of VLP-16 is 50cm~5m, and 
its horizontal measurement angle is 360°. AGX uses ubuntu 16.04 and Robot Operating 
System (ROS) to drive the robot's motor system. Through control commands, control 
the movement speed and turning angle of the robot. In addition, the robot chassis struc-
ture adopts Ackerman architecture to move more smoothly when handling heavy ob-
jects and rough terrain. 
 

 

Fig. 3. Ackerman robot 

 
To verify the performance of the proposed navigation control method, the testing envi-
ronments were shown in Fig. 4. Fig. 4. show a simple concave environment, four clasp 
obstacles respectively. 
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Fig. 4. The move paths of a mobile robot 

4 Conclusions 

This study proposes an effective navigation control method in an unknown environ-
ment. Experimental results reveal that the performance of the proposed method in terms 
of wall following and navigation control is more efficient than that of other methods in 
unknown environments. 
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     Abstract. Factories overlooking the need to check personal protective equipment (PPE) 
before workers enter risk areas is a factor contributing to injuries. To assist in resolving such 
issues, we are investigating and designing a safety management system (SMS) using artificial 
intelligence (AI) camera technology to detect PPE devices with a You Only Look Once (Yolo) 
deep learning algorithm. The technology checks and displays real-time operator PPE equipment 
inspections. The AI camera system tabulates and processes data from the extant database for 
accurate detection. The camera can detect and notify about the following PPE devices: reflec-
tive clothing, helmets, safety goggles, and safety gloves. A warning will be displayed on the 
screen when PPE devices are not worn to check that each worker is wearing the correct PPE 
devices before entering risk areas. The model AI camera system can also operate in conjunction 
with automatic doors to prevent entry to a risk area and has been designed for use in industrial 
plant or job site safety management. Additionally, tests have shown that using this equipment 
increases the incidence of wearing PPE on entry to risk areas. 

Keywords: Artificial intelligence (AI), Safety management (SMS), System design. 

1 Introduction 

Researchers studied the root causes of problems arising from the neglect of joint safety 
checks for workers who do not wear PPE [1]. The designed solutionhas been combined 
with modern industrial technology to develop a safety management system to make 
workers aware of the importance of the dangers that will arise during work that do not wear 
protective equipment. Some factories have neglected to check workers readiness checks, 
such as checking equipment, workers safety, and availability. Currently, some factories 
have a poor safety culture and underestimate the importance of less safe work practices, 
such as unsafe work due to employees neglecting to wear PPE and a lack of PPE checks 
before entering the facility. Working with risks that can cause accidents every time, such as 
an accident from hand cut workpieces from not wearing safety gloves, fire splashes in the 
eyes from not wearing safety glasses [2], or pieces of workpieces on high ground falling on 
the head when not wearing safety helmets, etc. 
The researcher aim is to design a working system for detecting each type of device and to 
classify each device as follows: reflective vests, helmets, safety glasses, safety gloves. This 
detection uses a camera to detect PPE devices in real time [3][4], checking workers before 
entering work, This research uses safety management principles and AI technology 
systems, and Image Processing pro-working with The Yolov3 algorithms to help improve 
the process� [5] of PPE checks for industrial facilities [5] or on-site to help reduce the 
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problem of neglect of personal protective equipment inspections and to reduce accidents 
caused by not wearing protective equipment [7]. This work builds on and improves upon 
works that have gone before, improvements have come from technological and hardware 
improvements allowing more accurate detection of more objects.                                                                                                          

2 Related Works 

2.1 Computer Vision and Machine Learning 

Image processing and computer vision [8] can be applied management instead of humans 
without bias. It depends on the training information they receive. They can provide 
accurate and fast approval of entry into the safe zone. In the future, the computer system 
may extend to the reporting of violation. Image Processing [9] or Computer Vision is the 
processing of a learning algorithm and verifying the results to improve the outcome such 
that for a given task it can become better at making decisions and analyzing results. 
Images are processed using a set of algorithms known as YOLO that clearly defines the 
area to be searched for objects of potential interest to be classified.  The system is trained 
on a set of images to classify target images [10].  In this system the targets are items of 
PPE: - Safety glasses, Hard hat, Reflective vest, and Gloves.  The greater the number of 
images of PPE the more accurate the system should become. 

3 Proposed System 

3.1 The Process of Problem Analysis 

Researcher uses the concept of finding the cause of safe work using the fishbone diagram 
analysis technique, which will be used to analyze [11] the true cause of the problem with 
the main idea of the heading of fish and any factors that contribute to the important issues 
that need to be determined to determine the root cause. (See Fig.1) 

 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 1.�Fishbone diagram analysis. 
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3.2 System of PPE Detection Algorithms   

From Object Detection with Image Processing and learning, PPE Detection by Yolov3, the 
system uses a database of images of selected PPE to test images taken from the camera 
against.  The more images and conditions that the systems test the greater the accuracy, 
according to the learning principles. An area of future work may be to attempt to improve 
training by using human assist training. 

 
 
 
 
 
 
 
 
 

Fig. 2.�Algorithms for object detection. 

3.3 PPE Detections Algorithms by Yolov3 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 3. Chart AI algorithms for PPE detection. 

4.  System Design and Experiment 

In this study, the researchers propose an AI camera system for checking PPE by combin-
ing the concept of image processing with safety management. to solve problems arising 
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from neglect to wear the correct PPE or check before entering the risk work area.  Using a 
digital camera to record video images in real time on the central computer screen, to show 
whether the workers is wearing PPE or not, rough digital processing with a theory called 
"Object Detection," the system can detect PPE devices and identify the type of safety 
device. 
 
4.1 The Design of Systems Work  
 
The work will include a central computer for analyzing the processed data and sending 
commands through the camera, and the AI camera system will work continuously in real 
time, with the door opening and closing in response to the specified program's commands. 
Before going to work, for workers to check by categorizing each type of equipment as 
follows: reflective vest, safety helmet, safety goggles, and safety gloves, The researcher 
has designed a system so that PPE equipment detection can be divided into 2 cases as 
follows this below. 

x Case 1: The worker is wearing all required PPE, entry is allowed. 
Case 2: Some or all the of the PPE is missing or not worn correctly, entry is not 
allowed. 

TABLE 1. In case of detection PPE 
 
 
 
 

 
The system design of the camera-based detection system to check PPE, to make it easier to 
understand. (see in Fig. 4,5). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. PPE device detection system visual chart. 
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Fig. 5. PPE device detection system model. 
 

The researcher uses a central computer to process the images and execute the commands. 
The program was designed to carry out the analysis, process and operate the cameras and 
doors. It is essential to use a central computer that is detached from the normal computer 
because it must have a relatively high processing power specification for real time perfor-
mance to be achieved. (As in Fig. 6,7). The camera receives commands from the central 
computer to record detections in real time, detects PPE devices and transmits the resulting 
data values to the display. The door either opens or closes according to the main program 
command. It opens if all required PPE detected otherwise remains close 
and wait for the next command from the central computer. 

4.2 PPE Detection System Trials 

A test of the PPE detection system when wearing five devices is (as shown in Fig. 3). A 
split-level test using a database with 5,000, 10,000 and 15,000 image training algorithms  
(Fig. 4) is used in real-time worker image detection training, compared to datasets with 
each level of training for Intersection Over Union (IOU) measurements of PPE detection 
performance. 
The researchers set the standard value of the probability that each device object can be 
detected to have an accurate detection (IOU) value of between 0.7 and 1. If there is an 
(IOU) value below 0.7 this will prevent the system from detecting that type of device 
likewise, the closer the (IOU) value is to 1, the higher the detection accuracy. (See Fig. 6,7) 
 
 

� Detection experiment when not wearing PPE 
 

 
 
 
 

Fig. 6. The result is detected when not wearing PPE. 
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TABLE 2. Image training for PPE detection an accuracy (IOU) when not wearing PPE. 

 
� Detection experiment when wearing PPE 

 
 

 
 
 
 
 
 
 
 
 

Fig. 7. The result is detected when wearing PPE. 
 
TABLE 3. Image training for PPE detection an accuracy (IOU) when wearing PPE. 

 
From training 5,000, 10,000 and 15,000 images in order for the camera system to learn 
and remember to detect PPE, there will be differences in the IOU values as a measure of 
detection assessment. In our testing, 15,000 image trained detection AI camera systems 
yielded a better detection IOU than 5,000 and 10,000image training, training with more 
than 10,000 or more images should be sufficient for this camera system to detect PPE 
accurately. 
 
The experiment confirmed that the AI camera system was able to detect PPE devices and 
was able to identify each type of personal protective equipment (PPE). Each area will have 
different protection tools, so the AI camera system can be adjusted to the work of that 
area. 
 
 

5.  Conclusion  

Constraints on this system; currently the system will accurately detect PPE if the target 
is standing in a fixed pose at less than 150 cm from the camera. 
At a Test site with 78 employees the results obtained with the system were as follows: 

 Accuracy Intersetion Over Union (IOU) 
Image 
train No_Helmet No_Glasses No_Vest No_Gloves(L) No_Gloves(R) AVE. 

5,000 0.8453 0.8611 0.7454 0 0.7301 0.63638 
10,000 0.8868 0.8911 0.9808 0.7188 0.8208 0.85966 
15,000 0.9874 0.9825 0.878 0.861 0.9558 0.93294 

 Accuracy Intersetion Over Union (IOU) 
Image train Helmet Glasses Vest Gloves(L) Gloves(R) AVE. 
5,000 0.9973 0.7098 0.9982 0 0.888 0.71866 
10,000 0.9976 0.8083 0.9473 0.8516 0.9552 0.912 
15,000 0.9991 0.7868 0.9918 0.9967 0.9808 0.95104 
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TABLE 4. Test site PPE results 

 
This research developed an AI camera system for monitoring personal safety. It distin-
guishes the security of each type of device in real time, eliminating problems caused by a 
lack of monitoring. Inspect each area within the factory or on the job site before entering 
work to speed up batch inspections. The table 4 shows that the system can detect and dif-
ferentiate each PPE, being worn by employees in real time detection through the camera 
system. 
 
6.  Further Improvement 

The real time training assisted by human operator to provide potential improvement in 
either accuracy or speed of detection.  
Possibility of improvements in either accuracy or speed of detection can be obtained by 
having the candidate at variable distances and in fixed or free poses in front of the camera, 
this may limit the use of the system in some modes. 
Peripheral connection of the system to door controls, ID card reader or Facial recognition 
to be able to report workers who exceed a pre-determined number of exceptions. 
Trial the system for use with workers in high-risk areas who may be at risk of removing 
items of safety equipment. 
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Abstract. With the rise of health awareness, people's demand for fitness has 
gradually increased. However, improper exercise may easily cause damage to 
the body. It would be possible to avoid wrong actions if automatic action 
recognition can detect and judge the human motion of exercises. Therefore, we 
aim to grasp the user's fitness status through human action recognition. Howev-
er, most human action recognition mostly uses CNN-based models to process 
images, which may introduce unnecessary noise other than the human body 
from the background. To address this problem, we use the Spatio-Temporal 
Graph Convolutional Network (ST-GCN) as the backbone and take skeleton da-
ta as input to learn skeleton relationships. To further improve the accuracy, we 
propose a novel partition strategy based on Five Primary Kinetic Chains 
(5PKC) to explore the skeleton partition status and then enrich the skeleton re-
lationships. Finally, the proposed method with 9 ST-GCN blocks that integrated 
the proposed partition strategy achieved 99.5% of accuracy which outperforms 
the model using 9 ST-GCN blocks with 84.5%. 

Keywords: Action recognition, Fitness, ST-GCN, Five Primary Kinetic Chains 

1 Introduction 

In recent years, fitness has become increasingly popular around the world, and gyms 
have gradually increased. However, when exercising, improper exercise can easily 
cause damage to the body. Although there are fitness trainers who can assist, there are 
still some dangers that may be overlooked due to environmental or human factors. For 
gym owners, it is very important to improve the safety of the gym and reduce operat-
ing costs. Therefore, if automatic human action recognition can be used to continu-
ously detect and judge the user's motion, it can not only effectively avoid human neg-
ligence and improve safety, also effectively reduce personnel costs. Even the user can 
use it at home, allowing the user to analyze whether the movement is qualified or not 
when exercising at home. Human action recognition has been widely used in multi-
media computing, such as intelligent surveillance, virtual reality, and human±machine 
interaction. Although there have been many advances in the research of human action 
recognition in recent years, the high complexity and variability of human motion 
make the recognition accuracy and efficiency still have much room for improvement. 
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Most of the existing human action recognition models are based on images and con-
sider the background. However, the same action will show completely different re-
sults in different illumination, viewing angles, and backgrounds. Most of the existing 
models are based on images and take into account factors such as background, which 
makes it easy to introduce unnecessary noise when performing action recognition. In 
order to deal with these noises, these models need to improve ability of modeling the 
change of background, but the processing will also increase burden on the models. 
Although some people reduce the impact of background noise by converting the im-
age into a depth, thermal view, the effect of removing background noise is still lim-
ited. And the human body is a deformable object with a high degree of freedom, ra-
ther than a fixed shape. This makes it difficult to capture human body. 
In the related works of human action recognition, deep neural networks [1] have be-
come the main tool for this task. In recent years, it has been proposed to use skeleton-
based temporal CNN or RNN for action recognition. By rearranging structured data, 
the human skeleton data is represented as a vector sequence to adapt to the neural 
network. Representative works include [2][3][4][5][6][7][8][9][10]. However, since 
the skeleton is essentially a non-Euclidean graph, directly sending the coordinates of 
the skeleton to the network cannot effectively analyze the structural information of 
the skeleton data [11]. 
To address this problem, Graph Convolutional Networks (GCN) [12][13][10] have 
been applied to skeleton-based action recognition because it can efficiently analyze 
the structural information of skeleton data. Spatio-temporal Graph Convolutional 
Network (ST-GCN) [14] is one of the representative works in skeleton-based action 
recognition. By using joints as nodes and connections between joints as edges, an 
undirected spatio-temporal graph is constructed, and a partition strategy is designed 
according to distance and spatial configuration, and the graph convolution operation 
is performed based on this. This method has also been proven to effectively improve 
the effect of human action recognition. Many variants derived from ST-GCN [14] 
have achieved excellent results [15][16][17][18][19], and ST-GCN [14] has also be-
come the One of the most used frameworks for tasks. 
In this paper, we propose a spatio-temporal GCN-based skeleton classification and 
scoring network. Based on the spatio-temporal graph convolutional network (ST-
GCN) [14], it can effectively explore the distribution relationship between joints and 
joints through spatial configuration. The angle extends the relationship between the 
joints into successive frames. Then multiple ST-GCN layers are stacked to jointly 
transfer joints information in space and time. Finally, the action is classified by the 
score from the loss function. 

2 Related Works 

2.1 Skeleton-based Action Recognition 

Human action recognition is based on the human body, which means that human 
skeleton is the most important basis for action recognition. Analysis of bones can also 
reduce the complexity of action recognition. Past methods usually rearrange the skele-
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ton data into a grid-like structure or sequence of coordinate vectors and send it to 
CNN [4][6][7][9] or RNN [2][1][8] architecture. However, as stated in [11], the skele-
ton is a non-Euclidean graph, and the spatial subdivision of the skeleton cannot be 
effectively analyzed using CNN and RNN. With the development of GCN, GCN has 
been widely used in skeleton-based action recognition [14][15][20][21], because the 
spatial subdivision of skeleton can be effectively analyzed through GCN. The ST-
GCN proposed by Yan et al. [14] first applied GCN to skeleton-based action recogni-
tion. It not only captures the relationship of joints in space, but also extends the rela-
tionship between joints to the concept of time, thereby capturing the relationship be-
tween joints in space and time between each consecutive frame. 

2.2 Graph Convolutional Networks 

Graph Convolutional Networks (GCN) generalize convolution to graph-structured 
data, applying them to irregular data such as interpersonal social networks and biolog-
ical data. Graph convolutional networks can be divided into two types, namely in the 
spectral domain [13][10][22][23][24] or the spatial domain [20][25][26][27][28][29] 
to transfer node features. The former considers graph convolution from a spectral 
point of view, using the Fourier transform of the graph to operate in the spectral do-
main, while the latter obtains the information of its neighboring nodes directly on the 
node. To improve the performance of GCN, someone introduced attention mechanism 
in GCN [28][29]. 

3 Methodology 

3.1 Human Skeleton Graph Construction 

In action recognition, the skeleton graph uses joint as nodes and bones as edges to 
form a human body topology. There are 18 nodes in the human body topology, as 
shown in Fig.1, which are left hip, right hip, left knee, right knee, left ankle, right 
ankle, left foot, right foot, left shoulder, right shoulder, left elbow, right elbow, left 
wrist, right wrist, the left eye, the right eye, the head, and a dynamic center of gravity. 
Dynamic center is calculated by adding and averaging the coordinates of all nodes. 
The spatio-temporal skeleton is based on the input video, and each frame is converted 
into a skeleton and stacked in time series. 

 
Fig. 1.Human Skeleton Graph 
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Suppose a given skeleton sequence has T frames, each with N joints. According to the 
human skeleton diagram in Fig.1, we construct an undirected graph and define it as 
ܩ ൌ ሺܸǡ ܸ ሻ, where the joints are defined asܧ ൌ ሼݒ௜ א Թ஼ȁ݅ ൌ ͳǡڮ ǡܰሽ, N represents 
the number of joints, C is the dimension of joint features, all adjacent joints of joint ݒ௜ 
are denoted as ܰሺݒ௜ሻ, and bones are defined as ܧ ൌ ൛ݒ௜ݒ௝ȁሺ݅ǡ ݆ሻ א ݁ൟ, and e represents 
a set of edges formed by every two adjacent joints. 
 
3.2 Spatial Graph Convolution 

To aggregate joint information from adjacent joints into each joint using graph convo-
lution operation, as shown in Fig.2, we define the joint adjacency matrix ܣ א Թேൈே 
according to the skeleton graph, if e is Existing ܣ௜௝ ൌ ͳ, otherwise ܣ௜௝ ൌ Ͳ. Since the 
human skeleton graph is an undirected graph, A is a symmetric matrix. 

 
Fig. 2. Aggregate Adjacent Joint Information to each Joint 

Next, for the graph convolution operation, we denote the adjacent region with 1-
distance from ݒ௜ as ܰሺݒ௜ሻ, and the entire skeleton feature is defined as ܸ א Թேൈ஼ . The 
formula for taking V and A as the input of the spatial GCN is as follows: 

 ܸ௟ାଵ ൌ  ҧܸ௟ܹ௟ሻ (1)ܣሺߪ

ܸ௟ א Թேൈ஼೗ is the skeleton feature of the l-th layer, ܸ௟ାଵ א Թேൈ஼೗శభ  is the skeleton 
feature of the l+1th layer, ܥ௟ and ܥ௟ାଵ are the channel numbers of the l-th layer and 
the l+1th layer, respectively. ܹ௟ א Թ஼೗ൈ஼೗శభ  is the training weight of the l-th layer. 
ҧܣ ൌ ሚܣ ෩షభమ is the normalized adjacency matrix, andܦሚܣ෩షభమܦ ൌ ܣ ൅  is the adjacency ܫ
matrix that increases the identity matrix to keep the senior features. ܦ෩ א Թேൈே is the 
number of nodes matrix. Eq. (1) updates the features of each node according to the 
weighted average of the adjacent node features, and transforms the number of chan-
nels in each layer separately by the weights. 
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3.3 Spatio-Temporal Graph Convolution 

The above introduction only considers the space in the graph convolutional network, 
which is only suitable for static images, but because we want to take a movie as input, 
we convert the movie into a spatio-temporal skeleton, as shown in Fig.3. According to 
[6], we extend the spatial GCN to the spatio-temporal GCN by redefining the adjacent 
positions of nodes. This means that the i-th node-adjacent node range ܰሺݒ௜ሻ not only 
spatially adjacent nodes, but also contains the same joints on consecutive T frames. 
To this end, we redefine the skeleton feature V to the original space plus the dimen-
sion of time T as ܸ א Թேൈ஼ൈ். 

 
Fig. 3. Spatio-Temporal Graph for Human Skeleton 

3.4 Skeleton Partition Strategy with Five Primary Kinetic Chains 

We follow the spatial connection configuration of the skeleton in [14] and add other 
different connection methods. In the human skeleton, the human body is a structure 
composed of interconnected joints. In the process of exerting force, these joints that 
are responsible for transmitting force along the way are connected to each other, and 
they are connected together like a "chain" to form a kinetic chain, and the kinetic 
chain is the path of power output. Therefore, we refer to the Five Primary Kinetic 
Chains (5PKC) systems mentioned by Joseph in [30]. The functions by different 
joints are different, and they follow a certain logical distribution. Different kinetic 
chains exist as a single entity but also depend on each other to create a balanced and 
efficient movement, so we added it to the spatial connection configuration to extract 
more useful information from the human skeleton. 
In a normal connection, the adjacent area of a node can be defined as Fig.2. The 
neighbors of node ݒଵ  are ሼݒଶǡ ଷሽݒ . And our redefined connection configuration is 
shown in Fig.4. The spatial connection configuration of Fig.4(a) is to divide each 
node into centrifugal groups that are farther from the center of gravity in each joint 
itself, according to the distance of other nodes in the adjacent area of each node and 
our custom dynamic center of gravity. and the centripetal groups in the adjacent re-
gions that are closer to the center of gravity. Then there are the five primary kinetic 
chains systems mentioned by Joseph in [30], in which only the other four except the 
posterior oblique sling (POS) are used because the skeleton does not distinguish be-
tween front and rear. The deep longitudinal sling (DLS) Fig. 4(b), the anterior oblique 
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sling (AOS) Fig. 4(c), the lateral sling (LS) Fig. 4(d), the intrinsic (IS) Fig. 4(e), 
through these four connection configurations, the potential information of each joint 
in the skeleton can be analyzed more effectively. 
And we also re-divide the original adjacent matrix A into four sub-matrices according 
to the above definition, and redefine Eq. (1) as Eq. (2): 

 ܸ௟ାଵ ൌ ൫σߪ ҧ௜ܸ௟ܣ
௜ܹ
௟ସ

ூୀଵ ൯ (2) 

Here i is the index of the sub-matrix, ܣҧ௜ is the i-th sub-matrix separated from the adja-
cent matrix A, and ௜ܹ

௟ is the trainable weight of the i-th sub-matrix. 
 

 
Fig. 4. Skeleton Partition Strategy 

3.5 Network Architecture 

 

  Fig. 5. Network Architecture of ST-GCN with 5PKC 
 

Our network architecture is shown in Fig.5. We use a spatio-temporal graph convolu-
tion network based on ST-GCN [14], which takes the human skeleton converted from 
the video as input ܸ଴, and then passes ܸ଴ through Multiple stacked ST-GCN modules 
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process the spatio-temporal relationship of joints, and each ST-CGN is composed of 
GCN and TCN. Then use the Cross Entropy loss function to obtain the loss score, 
such as Eq. (3): 

ܮ  ൌ െ ଵ
ெ
σ σ ݃݋݈ ቀݕ௜௠݈݃݋൫ܲሺ ௠ܻȁ ௜ܺሻ൯ቁெ

௠ୀଵ௜  (3) 

M is the number of categories, ݕ௜௠ א ሼͲǡͳሽ is the sign function, which is used to indi-
cate whether the category of the input sample i is equal to the real category m, if they 
are equal, it is equal to 1, otherwise it is 0. ܲሺ ௠ܻȁ ௜ܺሻ represents the probability that 
the input sample ௜ܺ belongs to the real sample ௠ܻ. The loss score can be obtained by 
Eq. (3). 

4 Experimental Results 

The dataset used in our experiments is InfiniteRep [31], which is suitable for detect-
ing fitness and extracting human skeletons. We compare our proposed model with 
ST-GCN and judge the accuracy for classification. All experiments are performed on 
the PyTorch, a deep learning package. The initial learning rate is set to 0.1 and run-
ning for 50 epochs, the learning rate is reduced by a factor of 10 every 10 epochs. 
Batch size is set to 64. Each input consists of a multi-frame skeleton. The model con-
sists of 9 ST-GCN layers. The number of channels is 64, 64, 64, 128, 128, 128, 256, 
256, 256, respectively. 

4.1 Datasets 

InfiniteRep [31] is a synthetic dataset for fitness and physiotherapy (PT), which main-
ly consists of performing everyday fitness activities and repeating them multiple 
times, which are then converted into 3D joint points. This data set has ten categories, 
arm raise, bird dog, curl, fly, leg raise, overhead press, push up, squat, bicycle crunch, 
and superman. A total of there are 1,000 action data, and each will repeat the action 5 
to 10 times in 7 indoor scenes. 

4.2 Testing of ST-GCN blocks 

We conduct an ablation study on the choice of the number of ST-GCN blocks, and we 
test the effect of one to nine blocks on the accuracy with ST-GCN plus dynamic cen-
ter of gravity and five kinetic chains. The output channels of the 11 ST-GCN are 64, 
64, 64, 128, 128, 128, 256, 256, 256, 512, and 512, respectively. We sequentially 
increase the number of ST-GCN, and the results are shown in Fig.6. As the number of 
ST-GCN blocks increases, the classification accuracy gradually increases. The best 
accuracy of 99.5% is achieved when the number of ST-GCN block is 9, and then the 
accuracy starts to decrease as the number of stacks increases. It shows that stacking 
too many ST-GCN blocks may lead to overfitting and lower accuracy. 
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Fig. 6. Performance on ST-GCN blocks. 

4.3 Partition Strategy Tests 

In this section, we compare our model with the original ST-GCN model on InfiniteR-
ep, and the results are shown in Table 1. The results show that adding a dynamic cen-
ter of gravity to the skeleton can improve the accuracy compared to the original ST-
GCN. Compared with ST-GCN, adding a dynamic center of gravity to the head can 
better capture the changes in motion. After adding five primary kinetic chains (5PKC) 
to the connection configuration, the accuracy has been improved, which proves that 
adding 5PKC can effectively transmit useful information between joints. 
 

Models with different Partition Strategy Accuracy 
ST-GCN with 9 blocks 84.5% 
ST-GCN with 9 blocks + Dynamic Center 93.5% 
ST-GCN with 9 blocks + Dynamic Center + 5PKC 99.5% 

Table 1. Ablation Comparisons of ST-GCN Models 

5 Conclusions 

Based on ST-GCN, this paper adds a dynamic center of gravity in the skeleton and 
five primary kinetic chains in the connection configuration. The proposed model can 
achieve abnormal action recognition, effectively process spatial relationships of the 
skeleton, and better capture the changes of motion. Experiments on the fitness action 
dataset show that the ST-GCN with the proposed partition strategy achieves classifi-
cation accuracy of 99.5%, better than the original ST-GCN of 84.5%, proving the 
effectiveness of the proposed method. 
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Abstract. Children's motor coordination is an important component of physical 
fitness test for young children. The development of children's motor coordination 
occurs throughout children's motor development, and it is not only limited by the 
maturity of children's neurodevelopment, but also plays an important role in pro-
moting children's neurodevelopment. This study proposes an automatic assess-
ment method based on deep learning to improve assessment efficiency and re-
duce costs. The method combines human posture estimation, similarity calcula-
tion and time series feature extraction for the assessment of children's move-
ments. The results showed that the accuracy rate and redundancy rate of the fine 
action coin toss keyframes finding algorithm are 89.8% and 7.5%; the accuracy 
rate of the dynamic action standing long jump keyframes finding algorithm is 
74.3%; the accuracy rate, precision rate and recall rate of the fine action coin toss 
assessment algorithm are 74.4%, 72.5% and 90.0%; the accuracy rate, precision 
rate and recall rate of the static action single-leg balance assessment algorithm 
are 87.1%, 73.5% and 87.1% ; the accuracy rate, precision rate and recall rate of 
the dynamic action standing long jump assessment algorithm are 71.6%, 73.5% 
and 71.4%; the results of the three actions generally matched the expert assess-
ment results. The method provides a good auxiliary tool for determining the mo-
tor development level of young children, and provides a good technical support 
for achieving the goal of "promoting the early comprehensive development of 
young children through actions". 
 

Keywords: Human Posture Estimation, Similarity, Action Assessment, Time 
Series Features. 
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1 Introduction 

The development of children's movement is very important in early life [1]. The devel-
opment of children's movements is not only the achievement of milestone projects, but 
also the identification of development risks behind children through movement devel-
opment, and the earlier the risk is identified, the higher the value is. Many children with 
developmental disorders have certain problems in their motor development, such as 
children with autism will have somatization movements, children with developmental 
retardation will have body use disorders, children with developmental coordination dis-
orders will have clumsy movements, and so on [2,3]. Developmental coordination dis-
order is mainly characterized by clumsy movement and poor physical coordination. At 
present, the incidence is about 6% ~ 8% [4]. 

At present, MABC-2[5] test is used to evaluate children's motor coordination. The 
test method is an international test method for children's sports coordination develop-
ment level, which is suitable for children aged 3~6 years. At present, the assessment of 
the development of children's movement in China mainly adopts the form of scale, 
mainly based on standardized guidelines, toolbox, etc. The assessment standard is in-
terpreted manually, which may produce certain deviation. There will be certain differ-
ences in the judgment of children by different personnel, different institutions and dif-
ferent environments. The assessment of intervention effect will also have a certain im-
pact. 

The automatic assessment of the development of children's movement using artificial 
intelligence is mainly based on key technologies such as human target detection, human 
keypoints recognition, motion capture, pose estimation and fine statistical measure-
ment. These technologies are currently mostly used in film entertainment and sports 
video analysis. According to the report released by Fior Markets in 2018, the global 
motion capture market is expected to grow from $163.2 million in 2018 to $261.7 mil-
lion in 2026, the CAGR is 8.13% in the forecast period 2019-2026. With the develop-
ment of global health care and sports industry and the improvement of people's attention 
to sports health, the demand and scale of motion capture related industries are growing 
driven by market applications in many fields such as health and sports, and the market 
share is also increasing [6]. 

This study attempts to implement the research results in the related fields of human 
pose estimation and movement assessment into the diagnosis system of children's de-
velopmental dyskinesia. If the system can be applied to the actual auxiliary examina-
tion, it can improve the diagnosis and treatment ability of areas with insufficient medi-
cal ability, timely intervene and treat children with the disease, so as not to affect their 
normal development. Based on the existing manual design features and depth features, 
this paper explores the assessment method to optimize motion assessment, and puts 
forward a motion assessment method for developmental coordination disorders. 
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2 Methods 

The motion assessment method uses the following methods: keypoints detection, 
keyframes detection and similarity calculation [7]. The process is based on cropping 
and formatting the video, keypoints detection and output of the skeletal sequences for 
the test video, data processing and extraction of the keyframes, similarity calculation 
between the skeletal sequences of the test action keyframes and the skeletal sequences 
of the standard action keyframes, and finally a composite score where the scored parts 
of each action are weighted and summed up using different weights. 

2.1 Keypoints Detection 

In this paper, we use MediaPipe algorithm to detect keypoints. In the cross platform 
artificial intelligence work pipeline framework MediaPipe [8], Google launched the 
body pose attention function BlazePose with the latest technology, which can instantly 
and accurately locate the keypoints of body pose on the mobile phone. Now the stand-
ard model for focusing on pose is based on the COCO topology, but it mainly depends 
on the powerful computing power of desktop computers. The human pose sensing 
method BlazePose released by Google now uses machine learning to infer 33 2D fea-
ture points of human body, as shown in Fig.1. In addition to being more accurate than 
the coco topology, BlazePose can use the CPU of the mobile device to make real-time 
speculation. In addition to pose, BlazePose can also pay attention to facial expression 
and hand pose at the same time. 

               
 Fig. 1. Topological graph.                                        Fig. 2. Coin action keyframes. 

Google showed the application scenarios of BlazePose, including squats and push up. 
The application can automatically count user data, verify technology and train quality. 
Therefore, the human pose estimation based on MediaPipe algorithm proposed in this 
paper can meet the basic needs of children's pose estimation. 

2.2  Assessment Methods 

After obtaining the preprocessed skeleton sequence, we can compare it with a preset 
template motion skeleton sequence, obtain the assessment results of motion quality 
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through the comparison with the standard motion, then calculate the similarity of key-
points between the corresponding coordinate points to measure the matching error be-
tween the two skeleton sequences, and then score the quality assessment score. 

OKS (Object Keypoints Similarity). In the human body keypoints assessment task, 
the quality of the keypoints obtained by the network is not calculated only by simple 
Euclidean distance, but by adding a certain scale to calculate the similarity between the 
two points. This indicator is mainly used in multi-person pose estimation tasks. How-
ever, the original calculation method does not take the importance of each keypoints 
into account. We introduce a penalty factorV . Different penalty factors are set accord-
ing to the importance of the keypoints. The greater the penalty factor, the greater the 
impact caused by the deviation of the keypoints. 

���୮ ൌ
σ ୣ

షౚ౦ಚ
మ

మ౏౦మౡ౟
మ

౟ ஔ൬୴౦౟வ଴൰

σ ஔቀ୴౦౟வ଴ቁ౟
                                               (1) 

In the above formula: The �represents the ID of a person in the growth truth. The��୧ 
indicates the ID of the keypoints.  Ɂ is 1 at �୮౟ ൐ Ͳ and 0 otherwise, meaning that only 
visible keypoints are calculated. The ܵ௣ represents the square root of the area occupied 
by this person, which is calculated according to the box of people in the ground truth. 
The ݇௜ represents the normalization factor of the i-th bone point, which is obtained by 
calculating the standard deviation of all ground truth in the existing data set, reflecting 
the impact of the current bone point on the whole. The larger the value, the worse the 
standard effect of this point in China in the whole data set; The smaller the value, the 
better the annotation effect of this point in the whole data set. The ݀௣ represents the 
Euclidean distance between the detection keypoints and the standard keypoints. 

According to the clinician's instructions, each subject's movement is judged as a 
composite, so that each movement is weighted and summed using different weights, 
and when the weighted sum of the scores is greater than 0.5, the movement is consid-
ered normal. The composite score is calculated by means of equation (2). 

� ൌ σ ��୧ כ �୧୬
୧ୀଵ                                                    (2)                                                  

Of which, n is the number of scored parts, ��୧ is the weight of the i-th score, and �୧ is 
the score of the ith score. 
Fine movements. For the fine movements, a coin toss (6 tosses with the right hand as 
the dominant hand) is selected as a case study. The coin action is subdivided into four 
parts: scoring the similarity of keyframes, scoring the duration, scoring the standard 
deviation of the right hand keypoints coordinates of keyframes and scoring the com-
plexity of the right hand keypoints coordinates waveform graph time series. The 
keyframes are extracted by setting the prominence of the peaks, the minimum height   
of the peaks, and the minimum horizontal distance between adjacent peaks of the right 
hand keypoints coordinate time series waveform graph [9]. The keyframes are shown 
in Fig. 2, and Fig. 3 shows the number of keyframes for all data. According to Fig. 4, 
we can observe that the peak wave tip is for the action of throwing in the coin. The 
similarity scoring of keyframes is based on the similarity calculation between the key-
points coordinates of the keyframes of the test action and the keyframes of the standard 
action according to equation (1). According to the specific situation of collecting the 
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coin throwing action, avoiding the inaccuracy of keypoints identification caused by the 
obscuration of the table and the judging criteria of the coin action, we adopt the upper 
itself keypoints for the similarity calculation. Time duration scoring is based on the 
Movement Assessment Battery for Children-Second Edition (MABC-2). Time series 
complexity is scored by calculating the degree of confusion between the front and back 
parts of the keypoints coordinate waveform. The final assessment is based on equation 
(2) and the scoring results for all data are shown in Fig. 5. 

 

                                      
Fig. 3. the number of keyframes                               Fig. 4. X coordinate of the right hand 

for coin action.                                                         side of the coin action. 

                                         
 

Fig. 5. Coin action scoring results.                   Fig. 6. Single leg balance action scoring results.     

Static movements. For the static movements, a single-leg balance movement is chosen 
as a case study. The single-leg balancing movement is subdivided into three parts: the 
similarity score of keyframes, the duration score and the standard deviation of key-
points coordinates. According to the assessment rules, every frame in the standard 
movement video is immovable and identical, so we choose one frame from the standard 
movement video as the standard frame. The scoring of keyframes is a similarity calcu-
lation between the keypoints sequence of each frame of the test action video and the 
keypoints sequence of the standard frame based on equation (1). Duration scoring is 
based on the Movement Assessment Battery for Children-Second Edition (MABC-2). 
The standard deviation score is calculated by calculating the standard deviation of the 
coordinates of each keypoints and the resulting standard deviation data is used to indi-
cate the stability of the single-leg balance movement. The final assessment is based on 
equation (2) and the scoring results for all data are shown in Fig. 6. 
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Dynamic movements. For the dynamic movements, the standing long jump is chosen 
as a case study. The vertical jump is refined into five keyframes for the similarity cal-
culation to be assessed. Based on the clinician's guidance, we select five keyframes of 
the standing long jump movement by combining the angle of the joint, the coordinates 
of the keypoints and the positions of the keyframes that have been derived, as shown in 
Fig. 7. The five keyframes of the test movement and the five keyframes of the standard 
movement are calculated according to equation (1). The final assessment is based on 
equation (2) and the scoring results for all data are shown in Fig. 8. 

            
Fig. 7.  Standing long jump keyframes                      Fig. 8. Standing long jump action 

scoring results 

3 Experimental Results and Discussion 

The medical action video data used in this paper is not a public dataset and is provided 
by the collaborators - the Digital Medical Health Engineering Research Centre of 
Tsinghua University Institute of Information Technology and Beijing Children's Hos-
pital. Medical data is sensitive and is used for scientific research to strictly protect pa-
tient privacy. Once the collection is complete, the clinician will do a diagnostic assess-
ment of the subjects, complete the labelling of the data to separate the normal samples 
from the abnormal samples, and label the movement of the subject samples as positive 
abnormal as well. 

We designed experiments to compare the effectiveness of OpenPose and MediaPipe 
in detecting the three movements of coin, single leg balance and standing long jump, 
as well as the effectiveness of the three movement assessment methods mentioned 
above [10,11,12]. 

3.1 Keypoints Detection  

In order to try to avoid the problem of loss of detection values due to overlap of some 
keypoints of the human body in 2D images, the data acquisition criteria are developed 
with requirements on the angle of the shot to ensure the integrity of the action but also 
to avoid overlap as much as possible and to minimize the loss of some joint points 
caused by overlap, which could affect subsequent analysis and processing. We used 
OpenPose and MediaPipe to estimate human posture for the three movements of coin 
toss, single-leg balance and standing long jump respectively, as shown in Fig. 9. And 
the recognition rate calculation of each action by OpenPose and MediaPipe is derived 
by equation (3). 
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(a)                                (b)  

Fig. 9. Keypoints detection chart. (a)OpenPose Detection(b) MediaPipe Detection 
 

����������������� ൌ ଡ଼
ଡ଼ାଢ଼

                                        (3)
 In the formula ������������ is the recognition degree, X is the number of keypoints 

detected and Y is the number of keypoints undetected. 

Table 1. OpenPose and MediaPipe recognition effects. 

 Coin toss Single leg balance Standing long 
jump 

Average 

Recognition 
algorithms 

Veloc-
ity(fms) 

Recog
nition 
ratio 
(%) 

Veloc-
ity(fms) 

Recog
nition 
ratio 
(%) 

Veloc-
ity(fms) 

Recog
nition 
ratio 
(%) 

Veloc-
ity(fms) 

Recog
nition 
ratio 
(%) 

OpenPose 12 76.8 12 98.5 12 74.7 12 83.3 
MediaPipe 8 99.9 7 100 7 98.8 7.3 99.5 

 
Table 1 shows that the recognition rate of MediaPipe is higher than that of OpenPose . 
The MediaPipe model is slow due to its top-down detection method, while the Open-
Pose model is fast due to its bottom-up detection method. OpenPose and MediaPipe are 
comparable in terms of single-person recognition accuracy, MediaPipe outperforms 
OpenPose overall due to the high level of timeliness and accuracy required by the hu-
man motion recognition algorithm. The MediaPipe model is chosen for skeletal key-
points detection based on relevant performance comparisons and usage context. 

3.2 Action Assessment 

A control group is made based on the clinician's artificially selected keyframes images 
and assessment results. The data collected for the three movements of coin toss, single 
leg balance and standing long jump are processed separately using specific keyframes 
extraction algorithms and assessment algorithms, and the results obtained are analyzed 
in combination with the control group. The redundancy rate, accuracy rate, precision 
rate and check-all rate are used as assessment metrics to test the keyframes and assess 
the method performance.

ܽܨ                                                               ൌ ௡
௠

                                                            (4)
ݎܨ                                                              ൌ ெି௡

ெ
                                                         (5)

 The formula 	� is the accuracy, n is the accuracy value and m is the number of frames 
extracted by the clinician;	� is the redundancy and M is the number of frames extracted. 
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         Table 2. Keyframes extraction results for each action. 

Type of action Coin toss Standing long jump 
Extracting the correct 
number of frames 

418 299 

Extracting frames 452 402 
Specified number of 
frames to be extracted 

462 402 

Accuracy (%) 89.8 74.3 
Redundancy (%) 7.5 - 

݋݅ݐܴܽ�ݕܿܽݎݑܿܿܣ                                        ൌ ்௉ା்ே
்௉�ା�ி௉ା்ேାிே

                                   (6) 

݋݅ݐܴܽ�݊݋݅ݏ݅ܿ݁ݎܲ  ൌ ்௉
்௉�ା�ி௉

                                              (7) 

݋݅ݐܴܽ�݈݈ܴܽܿ݁  ൌ ்௉
்௉�ା�ிே

                                                    (8)                                       
In the formula, �������������� is the accuracy ratio, ��������������� is the precision 
ratio and ������������ is the recall ratio; TP is a positive sample with a positive predic-
tion result; TN is a negative sample with a negative prediction result; FP is a positive 
sample with a negative prediction result; and FN is a negative sample with a positive 
prediction result. 

       Table 3. Analysis of action assessment results. 

Type of action Coin  Single leg balance Standing long jump 
Recall ratio (%) 90.0 87.1 71.4 
Precision ratio (%) 72.5 73.5 73.5 
Accuracy ratio (%) 74.4 87.1 71.6 

 
According to Table 2 respectively, the keyframes extraction accuracy for the standing 
long jump movement is 74.3%, and the keyframes extraction accuracy for the coin   
movement is 89.8%, with a redundancy of 7.5%, which achieved a relatively good 
keyframes extraction effect. According to Table 3, the recall ratio, precision ratio and 
accuracy ratio for the coin action assessment algorithm are 90%, 72.5% and 74.4%; the 
recall ratio, precision ratio and accuracy ratio for the single leg balance action assess-
ment algorithm are 87.1%, 73.5% and 87.1%; the recall ratio, precision ratio and accu-
racy ratio for the standing long jump action assessment algorithm are 71.4%, 73.5% 
and 71.6%. The assessment methods for all three movements were generally consistent 
with the physician's assessment. 

4 Conclusion 

In this paper, a combination of human pose estimation, similarity calculation and time 
series feature extraction methods is used to achieve movement assessment of children. 
Different methods are used for data pre-processing, keyframes extraction and move-
ment assessment for the coin, single leg balance and standing long jump movements, 
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and the results of keyframes selection and movement assessment are approximately the 
same as our manual judgement results. At a later stage, when more and more data are 
available, deep learning can be used to train models for relevant movement assessment, 
which can be more accurate and convenient and will make a great contribution to the 
development of movement assessment for children. 
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Abstract. The results of analyzing students' requirements become very im-
portant data for teachers. Because it is a very important criterion for improving 
learning satisfaction while increasing students' learning effects. In this paper, 
students' requirements are analyzed and what subjects or contents students want 
are investigated. The purpose of this paper is to construct a learning model that 
reflects the needs of students. 
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1 Introduction 

Until the late 21st century, general teaching methods were mainly based on frontal 
teaching in classrooms. The use of digital tools has the effect of increasing learning 
efficiency, but the method of education insisted on traditional classroom lectures [3]. 
After COVID-19 pandemic, university education was changed and operated from 
offline to online, and many students became familiar with online education [1]. Tele-
conferencing platforms such as Zoom have become hugely popular with the spread of 
online education due to COVID-19 pandemic. This has become a catalyst for many 
institutions to seek traditional education methods as various educational methods that 
can conduct synchronous or asynchronous remote education [3]. In online education, 
learners' activities and learning data were analyzed and processed using a LMS 
(Learning Management System). The large amount of learning data extracted from 
the LMS platform provided basic information for both teachers and students that 
could help improve learning satisfaction and educational goals [1]. In addition, stu-
dents' learning satisfaction is generally obtained through a post-learning survey, and 
most of them analyze and use it when students answer multiple-choice questions writ-
ten by teachers. However, the multiple-choice questions given by the teacher are not 
sufficient data for the student satisfaction survey, and the results of the student's data 
analysis may vary depending on the teacher's intention. For this purpose, it is neces-
sary to analyze students' learning satisfaction and their needs through big data analy-
sis when presented as a subjective question, not a multiple-choice question, and stu-
dents freely describe their opinions and submit answers to the questionnaire.  
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NLP (Natural Language Processing) is natural human language and communica-
tion variables such as voice, text, audio, and video, interpretations and applications 
[2] We call NLP as non-formal data. Text mining that is one of technique in Big data 
is well known a process to extract meaning words from the data and analyze them. 

This paper aims to PDNH�D� OHDUQLQJ�PRGHO�XVLQJ�DQDO\VLV�RI� VWXGHQWV¶�QHHGV��)RU�
this process, students get a subjective questionnaire and they write their opinion freely 
without any form and select items. Their answers is used to analyze what they want to 
study or learn. Consequently, this research shows a frequency of their opinions that 
FDQ�EH�WKH�VWXGHQWV¶�QHHGV�IURP�WKHLU�VWXG\�� 

2 Related Works 

2.1 Big Data 

Big data is a technology that can handle unstructured data, unlike databases that 
only dealt with structured data. Of course, this can perform both processing of collect-
ing and analyzing unstructured and structured data. 

It also guarantees both volatility, speed, volume, diversity and integrity. In big da-
ta, data is collected in various ways, such as a web browser and a mobile web with 
various data formats. In the existing analysis method, different formats of unstruc-
tured and structured data could not be managed, but both big data are possible. In big 
data, Hadoop is cost-efficient, scalable, and enables fast and flexible parallelism. It 
also uses the Hadoop framework for big data analysis because it provides availability, 
resilient properties, security, and authentication. It is also well known for its open-
source software architecture, which includes processing and storage. The part to be 
stored is HDFS (Hadoop Distributed File System), and the part to be processed is 
MapReduce. D.K. Jain et al. [4] depicted the Hadoop architecture as shown in Fig. 1. 

 

 
Fig. 1. Hadoop architecture by D.K. Jain et al. 

Hadoop, first run by Doug Cutting and Mike Caparella in 2005, is a Java-based 
open-source software. Providing a distributed framework for processing and manag-
ing big data is known as Hadoop's advantage. Therefore, using Hadoop can manipu-
late a large amount of data. In addition, the Hadoop Distributed File System (HDFS) 
can store MapReduce for the purpose of the process. MapReduce is used to analyze 
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and generate a wide range of datasets using distributed and parallel processing meth-
ods in clusters [4]. 

Big data is being used in various fields. In particular, techniques for analyzing the 
frequency of words in unstructured data to show importance and visualize them are 
widely known. Figure 2 shows an example of the results analyzed by word cloud of 
big data for CC (Cognitive Computing) [5]. 

 

 
Fig. 2. A sample visualization by analyze word cloud of Big Data. 

 
2.2 Learning Model 

 

 
Fig. 3. The web based learning model by K. Deejring 
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The e-learning system promotes learning as teachers and students interact in a non-
face-to-face manner, and learning materials and evaluations are also conducted 
online. This approach can be a good solution to accommodating an exponentially 
growing number of students and their curriculum, but only popular large-scale online 
curriculums can cause problems such as student crowding, student performance, fail-
ure and departure [6]. K. Deejring depicted e-learning model as shown in Fig. 3 [7]. 

3 'DWD�$QDO\VLV�IRU�6WXGHQWV¶�1HHGV 

3.1 6XUYH\�RI�6WXGHQWV¶�Requirements for their Class 

For this study, a survey was conducted on 40 general students who did not major in 
IT in the liberal arts subject of K University in Seoul. The survey items are as follows. 

 
Question: Feel free to describe any topic or content you want to hear in the lec-

ture. Or if there is a subject that you want to make a lecture in general culture, please 
write it with the reason. 

 
The comments as below represent one of the student's answers among the results of 

the survey. 
 
Answer: In my opinion, the topic we need in the Fourth Industrial Revolution is 

'human ennui among the negative aspects of liberal utopia'. In the 4th Industrial Rev-
olution, as each of us could access information or technology so easily, it destroyed 
the feudal system of the past and transformed it into a nation by the public, giving 
everyone a chance to politics by democracy and capitalism. As educational opportu-
nities diversified, it began to turn into a world where everyone creates opportunities 
through education. But we must think about whether we will be happy. I get every-
thing I want and come across, but I feel despondent. The reason is that in the era of 
the Fourth Industrial Revolution, we have it whenever we want, so we work hard to 
achieve something and do not feel the joy, satisfaction, and fulfillment that comes 
from it. Therefore, we maximize convenience and efficiency, but we may not be able to 
enjoy our mental satisfaction and happiness. 

3.2 Frequency from the Survey 

Students' survey results are unstructured data written freely. If you analyze the fre-
quency of words using the word cloud of big data, it is shown as shown in the Fig 4. 
The results of this analysis were all processed students' opinions, and they were not 
able to extract actually important words from the students' answers, but only the fre-
quency was processed from the entire content. 
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Fig. 4. The result of word cloud 

 
Fig. 5. The result of word cloud filtering meaningless word 
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Fig 5 shows the results except for meaningless words. What these results show is 
that students want subjects related to technology and are paying a lot of attention to 
preparing for the future. In particular, if you look at topics such as education, devel-
opment, paradigm, artificial, computer, big data, metabus, and program, it can be seen 
that students want lectures related to this.  

4 Learning Model 

A learning model as shown in the Fig 6 is constructed based on the results of stu-
dent requirement analysis. 

 

 
Fig. 6. A learning model that reflects student needs 

5 Conclusion 

This paper analyzed what students wanted to learn in class and applied it to the 
process of developing learning subjects. In order to know the topics what students 
want to study, the research was applied survey with unstructured data. In the survey 
UHVXOW�� ZH� FDQ� VHH� WKH� WRSLFV� WKDW� VWXGHQWV¶� QHHGV� such as education, development, 
paradigm, artificial, computer, big data, metabus, and program. The results showed 
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that students wanted to be able to develop more technical subjects and take them. 
Therefore, this paper shows the learning model that applied their requirement. Each 
course indicated how the teacher should reflect it and develop a learning subject after 
analyzing the students' requirements. 
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Abstract. In the new era, women are becoming more colorful in society and at 
home as women pursue equal rights and status with men and pay more and 
more attention to unique styles and attractions, a sign of self-awareness that has 
taken a step further in women's social history development.The report shows 
the diversity and progress of women's images in the 17th and 18th centuries, fo-
cusing on the female stories of Korean writer Yoo Mong-in's "Eouyadam" and 
Chinese writer Pu Song-OLQJ
V��<RMDHMLL³ 
 
Keywords: Eouyadam, Yojaejii, the female image, comparative study 

1 Introduction 

In the 21st century, many people value mental needs and human rights have been the 
focus in Korea. In particular, women with low social status are trying to have proper 
rights and equal social status with men because they have been oppressed by feudal-
ism since ancient times. It can be felt that the female aspects of modern society are 
becoming rich and colorful. Not only Korea, but also China. This may show progress 
in the times. However, such progress did not appear suddenly, but the promotion of 
history and the change of society are inevitable products that have worked and ap-
peared together. Therefore, when understanding the aspects of women in ancient 
times, the character and aspects of modern women are helpful in understanding the 
overall change and progress. It recognizes the aspects of women in ancient times, and 
through the specific characters of classical literature, it is easier to understand the 
aspects of women at that time, and the situation of women of that time can be seen 
from the overall perspective. Therefore, the text will study various female aspects by 
organizing and comparing female characters that appeared in the book, focusing on 
Yoo Mong-in's "Eouyadam" and Pyo Song-ryeong's "Yojaejii" in the early Qing Dyn-
asty of China. 

Yoo Mong-in is a literary man in the middle of the Joseon Dynasty, and the repre-
sentative work is "Eouyadam", and Posongryeong is a famous literary man in the 
early Qing Dynasty of China, and the representative work is "Yojaejii." The two writ-
ers have similar backgrounds, who live at the end of feudal society and are deeply 
involved in Confucianism and Cheng Zhu's Philosophy the same era. In the male 
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perspective of this social background, these psychological activities are well repre-
sented through female characters who appeared in literary works, so the female as-
pects of the two works, "Eouyadam" and "Yojaejii", have something in common. 
Although the social environment is similar, there are differences in the female aspects 
created because the personal experiences of Yoo Mong-in and Posong-ryeong are 
different and their social status is different. 

The text organizes and compares information on Yoo Mong-in and the conscrip-
tion decree in a table so that personal history can be seen more clearly. In addition, 
information on the two works "Eooyadam" and "Yojaejii" was simply organized, and 
classified and organized according to the aspects of female characters that appeared in 
the work. The female aspect created by Yoo Mong-in and Posong-ryeong can be 
found through information contrast that summarizes the causes and reasons that have 
commonalities and differences. In addition, it is hoped that we can understand the 
aspects of modern women by looking at the appearance and aspects of women living 
in feudal society.  

2 Related works 

Kim Jin-sun revealed that women are in a desperate social position by exploring 
the relationship between women and women in "Eouyadam" and analyzing women's 
self-awareness and efforts to escape secular ideas. Hyun Hye-kyung tried to identify 
the characteristics and meaning of the various and rich shapes of women's life in "The 
Shape and Meaning of the Shape of Women's Life" in "Eouyadam". Gao Hai-lui re-
vealed that women's social status is underground and they have to rely on men even 
after death according to the analysis of the aspects of the maiden ghost in 
"Eouyadam", Ko Sook-hee briefly analyzed the status and aspects of women's mar-
riage in the traditional feudalism in the work and simply divided them into two types: 
"traditional women" and "progressive women.". Lee Soo-yeon studied and analyzed 
the types of female characters in the love story in "Yojaejii", and explored and studied 
four types of women according to their characteristics: "Current wife-in-law model," 
"Affectionatement-seeking type," "Chongmyeongjae daughter type," and "Great mar-
tial arts type". Jeon Soon-nam classified women who appeared mainly in the feudal 
ethics system into three types: "feudal female shape," "anti-feudal female shape," and 
"complex female shape," and examined women's psychology and survival under the 
feudal system. Wang Meng "Comparison of Night Talk in the Late Joseon Dynasty 
and the Women's Talk in the Novels of the Qing Dynasty" in the paper systematically 
sorted out and analyzed the women's talks introduced in the five late Korean night 
talk collections and the Qing Dynasty Notes Novel Collection. In the above study, a 
meaningful and rewarding study was conducted on the female aspects of "Eouyadam" 
and "Yojaejii". However, no detailed comparative study was conducted on the two 
works. Therefore, the text used big data and conducted a simple comparative study of 
"Eouyadam" and "Yojaejii", so that the commonalities and differences between the 
two works could be more intuitive and detailed. 
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3 Comparison of Yoo Mong-in and Po Song-ryeong's Personal 
History 

Since literature originates from life and the writer's career has a great influence on 
the literary work he creates, it is necessary to understand the author's personal career 
first to understand the literary work. 

First, let's look at the personal history of Yoo Mong-in and Po Song-ryeong.  

Table 1. A list of personal details of Yoo Mong-in and Po Song-ryeong 

Yoo Mong-in 
 

Po Song-ryeong 

life time 1559-1623 
 

1640୉1715 

pseudonym Ngmun, Eudang, Ganjae, Mukhoja 
 

Yuseon, Yucheon, Yucheon Geosa 

Personal History 

Age Year Event 
 

Year Event 

1 1559 Born in Goheung, Jeollanam-
do (noble family)  

1640 Born in Shandongseong jinan 
Chicheon (merchant family) 

18 
   

1657 Married Miss Liu 

19 
   

1658 
He passed the childbirth testand 
became a doctor's student. 
a disciple of Si Yun-jang 

21 
   

1660 Fail the imperial examination 

23 
   

1662 The first son was born. 

24 1582 Pass the entrance examina-
tion for a student  

1663 Fail the imperial examination 

26 
   

1665 Work as a governess 

30 
   

1670 Work as personal secretary 

31 1589 The first place in the imperial 
examination  

1671 Resign from secretarial position 
The second son was born. 

��



4 

 
Through this table, more clearly, the personal history of Yoo Mong-in and Posong-

ryeong is compared. As you know, passing past exams and serving in government 
posts in ancient times was the only way for writers to participate, so both Yoo Mong-
in and Po Song-ryeong took the past exams. However, because of this, the fate of Yoo 
Mong-in and Posong-ryeong unfolded completely differently. Yoo Mong-in passed 

32 
   

1672 Visited Laoshan Mountain 
Fail the imperial examination 

34 1592 War Responsible for Diplo-
matic Operations    

35 1593 Became the prince's teacher. 
 

1675 Fail the imperial examination 
The third child was born. 

40 
   

1679 A Preliminary Completion of 
"Yojaejii" 

41 
   

1680 Mother's dead. 

48 
   

1687 Fail the imperial examination 

51 1609 Third Mission to the Ming 
Dynasty  

1690 Fail the imperial examination 

54 1612 Served as Yejochampan and 
Ijochampan.    

55 1622 A compilation of 
"Eouyadam"    

56 1623 Resign from office, 
Be sentenced to death    

63 
   

1702 Fail the imperial examination 

72 
   

1711 Took the imperial examination and 
became a preparatory student. 

74 
   

1713 Wife is dead. 

76 
   

1715 Dead. 
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the examination for the first birthplace and Jinsashi at the age of 24, and passed the 
examination as a manor in the department of Jeunggwang Literature at the age of 31. 
It was followed by a smooth entry into government office, which became important. 
On the other hand, at the age of 19, Fosongryeong, a Cheongdae literate, took the 
examination for his younger brother's poem and received the first prize, became a 
doctor's student and a disciple of Si Yoon-jang. For a 19-year-old child, this was a 
very high evaluation and good result, but after that, he took the exam eight times in 
the past for more than 40 years, but failed and passed the examination until the age of 
72 and became a craftsman. 

As mentioned earlier, in ancient times, the past was the only way for writers. Yoo 
Mong-in is from an aristocratic family and is a great-great-grandchild of Yu Yi, and 
his grandfather is Yu Chung-gwan, Sagan. And my father is Yu Taeng, a housewife, 
and my mother is the daughter of Cham Bong-min. Yoo Mong-in, a native of an aris-
tocratic family, passed the examination in the past and became a government official, 
and his job was smooth, so he had no worries about living. 

  However, the conscription is the opposite of Yoo Mong-in. Fosongryeong was 
from a scholar's family, and both her great-grandfather passed the floodgates, but her 
grandfather failed to pass the floodgates, so her family began to decline, and her fa-
ther also failed to pass the floodgates, so she made a lot of money by doing business. 
However, in the middle age, as he believed in Buddhism and stopped doing business, 
the situation gradually became difficult. Po Song-ryeong was born into this family. 
When the family situation became difficult, Fosongryeong's father took the role of a 
teacher and taught Fosongryeong's knowledge, and from an early age, Fosongryeong 
listened to his father's merchant thoughts and Buddhist ideas. 

Due to poor family circumstances, Posongryeong had no worries about living in 
her childhood, but because she devoted her body and mind to creating literature in the 
past, she had to worry about her livelihood because she had no income source, passed 
the exam several times, and had to feed her wife and children, and eventually became 
a Seodang teacher. 

In addition, this table is prepared based on age comparison, and if you look at the 
table, the difference in fate between Yoo Mong-in and Posong-ryeong may seem 
more intuitive. First of all, Yoo Mong-in and Posong-ryeong both took past tests at 
the age of 24, but the results were completely different, and Yoo Mong-in passed the 
test, but Posong-ryeong failed. At the age of 35, Yoo Mong-in had already become a 
government official, but Posong-ryeong failed again in the past. In addition, at the age 
of 51, Yoo Mong-in was dispatched to the Ming Dynasty as a Seongjeolsa and a pri-
vate teacher, but Posongryeong still failed while fighting the past system.  

Through this clear contrast, it can be seen that the difference between the fate of 
Yumongin and Posongryeong is very large. The difference in fate has become one of 
the many reasons why the two expressed their thoughts through the female aspects 
that appeared in literary works. 

On the other hand, as shown in the conclusion of the Yumongin, Yumongin was a 
noble and had no financial worries, but he was involved in partisan battles and had a 
lot of heartache and despondency. Posongryeong suffered from difficulties in life as 
she failed the past exams several times, and her mind was filled with disappointment 
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and resentment for the world. Based on this, it is possible to understand that the 
thoughts and emotions contained in the two literary works have many things in com-
mon. 

4 Comparison of "Eouyadam" and "Yojaejii"  

In this part, information on the two works is organized and contrasted from various 
angles, such as the period of creation, the background of the times, and mainstream 
social ideas. In addition, the aspects of women appearing in the work are classified 
and prepared by organizing the number of copies. Through this table, you can exam-
ine the characteristics of women in the mid-Joseon Dynasty and early Qing Dynasty, 
and feel the diversity of ancient women in the late feudal society and the progressive-
ness of the early implementation of women.  

Table 2. Female Characters in "Eouyadam" and "Yojaejii" 

Work Eouyadam Yojaejii 

the year of 
creation 

1618-1622 About 1672-1710 

Time the mid-Joseon Period the early Qing Dynasty 

mainstream 
social 

thought 
Confucianism, Jeongjuri, Jeongjuri 

bibliog-
raphy 

Wan Zongqi Edition, Stone Pillow Pub-
lishing, 2006. Chinese bookshop, 2015. 

Total num-
ber of arti-

cles 
522 491 

Number of 
female 
content 

68 181 

 

Eouyadam 

human beings inhumanity total 

female 
image 

virtuous 
woman 

clever 
woman 

woman 
of strong 
character 

chival-
rous 

woman 

defile 
one's 

chastity 
bad wife Other 

types fairy 
Foxes 
and 

ghosts. 
 

Number 1 16 6 4 12 1 20 1 7 68 
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specific 
gravity 1% 24% 9% 6% 18% 1% 29% 1% 11% 100% 

 
Yojaejii 

Number 11 15 11 4 14 8 22 22 70 181 
specific 
gravity 6% 8% 9% 2% 7% 4% 12% 12% 38% 100% 

 
The creation period of "Eouyadam" and "Yojaejii" was in the 17th and 18th centu-

ries, the last feudal period in the history of both Korea and China, and social econo-
my, ideology, and culture changed significantly at the end of feudal society. Social-
led ideas were still studying abroad, but Jeongjuri and Yangmyeonghak gradually 
became mainstream ideas. 

At a time when social ideas clashed, new changes began to appear in the lives of 
women who were weighed down by the feudal social system, and self-consciousness 
became more awakened and women's patterns diversified. 

Yoo Mong-in and Posong-ryeong depicted various female aspects in the work, and 
according to their characteristics, women in the work were classified into types with 
several social representations. In other words, the human part contains Hyunbuckam, 
Wisdom Story, Yeolnyeo Story, Heopnyeo Story, Destruction Story, and Akcheom 
Story, and Sinseondam, Fox, and Ghost Story in the second-class part. Through vari-
ous female aspects, the diversity and abundance of female aspects of society at the 
time can be seen. This can also be said to be a common feature of the female aspects 
created by Yoo Mong-in and Posong-ryeong. 

Another common feature is that looking at this table, it can be seen that wisdom 
accounts for a large proportion of the human female aspect. This is deeply related to 
the times. At the end of the feudal period, Yoo Mong-in and Posong-ryeong, who 
were greatly influenced by Confucian ideas and Jeong Ju-ri ideas, represented the 
character and aspects that women should have as women in the eyes of most men at 
that time. In feudal society, men's thoughts that women are pretty, nice, wise, good at 
housework, managing large families, and always being able to help their husbands 
with good strategies when needed were well expressed through women of Wisdom.   

In addition to the traditional female aspects such as virtuous woman, clever wom-
an, and woman of strong character, there were also female aspects such as chivalrous 
woman, defile one's chastity, and bad wife, which deviate from the traditional female 
aspect and rebel against the oppression of women's human rights and nature in the 
feudal society. This aspect of women can be seen as a progressive awakening of 
women's will to traditional feudal society. 

On the other hand, this part of Foxes and ghosts stories deserves attention. Foxes 
and ghosts stories accounted for 11% in Eouyadam, but 38% in "Yojaejii". This is 
also the biggest difference that can be found through this table. Exploring the cause is 
related to the writer's origin and personal career. It is more urgent and necessary to 
express feelings of dissatisfaction, anger, and disappointment about reality that have 
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long been built through surreal characters such as foxes and ghosts, even though they 
were born in poverty and failed in the past. 

5 Conclusion 

In this text, Yoo Mong-in and Posong-ryeong also worked on the women's aspects 
in "Eouyadam" and "Yojaejii" which were composed of two works, briefly organized 
and studied in a table using digital. In addition, the commonalities and differences of 
female aspects were analyzed by combining the author's personal history and the 
background of the times. In particular, in Chapter 3, the personal history of Yoo 
Mong-in and Po song-ryeong, the creative background of the work, and the female 
images of the works were organized in a table using big data, so that comparative 
research on the female aspects of both Korea and China could be conducted more 
coherently and intuitively. In addition, after calculating the number and ratio by clear-
ly listing various female aspects shown in "Eooyadam" and "Yojaeji," you can further 
highlight the diversity and abundance of female aspects and feel the progressiveness 
of women's times. 
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Abstract. This study introduced the work of analyzing the meaning by using the 
computer information processing method. We extracted the painting poetry of 
Mukjukdo (Bamboo Paintings) in the early Joseon Dynasty from the Hanguk 
Munjip Chonggan (Korean Literary Collections in Classical Chinese) of Hanguk 
Gojeon Jonghap DB (Korea Classics DB). Through the data mining method, we 
divided the types by extracting and cataloging the painting poetry from the Ko-
rean classical literature. Then, the scope was narrowed down to painting poetry 
of  Mukjukdo in the early Joseon Dynasty, and the text was analyzed in units of 
syllable corpus. 

Keywords: Data mining, Painting poetry, Bamboo paintings, Extracting, Cata-
loguing, Type Classification 

1 Introduction 

This study introduced the work of analyzing the meaning by using the computer 
information processing method. We extracted the painting poetry of Mukjukdo (Bam-
boo Paintings) in the early Joseon Dynasty from the Hanguk Munjip Chonggan (Korean 
Literary Collections in Classical Chinese) of Hanguk Gojeon Jonghap DB (Korea Clas-
sics DB). This is one of the basic tasks of research on Hansi (poems in the Chinese 
style), which has subdivided types of Hansi according to their material. This study pre-
sents expression techniques and meanings objectively by converting them into numer-
ical values by using a computer information processing method. Traditional research 
on Hansi has mainly relied on researchers' intuition, however, this digital data analysis, 
which is a quantitative method, can complement the traditional method.  
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2 Research Methods 

2.1 Data 

The basic data for this study is Hanguk Munjip Chonggan; the Database of Hanguk 
Gojeon Beonyeokwon (Institute for the Translation of Korean Classics).  It is called 
"Hanguk Gojeon Jonghap DB". Hanguk Gojeon Beonyeokwon organizes and translates 
Korean classics into this database and then digitally converts them and discloses them 
to the public. This data is provided in XML format in the form of openAPI[1]. This 
data is categorized by author, book name, style, title, original text, year of publication, 
etc. Based on this, the painting data from the early Joseon Dynasty were extracted and 
analyzed. 

2.2 Data Mining Techniques 

Data mining is a technique of extracting useful information by analyzing statistical 
patterns, rules, and relationships in large amounts of data[2]. Today, it is used in various 
fields such as computerization, statistics, and management. We also intend to apply this 
technology to the study of Korean classical liteture. Currently, 142 anthologies from 
the early Joseon Dynasty are included in the Hanguk Munjip Chonggan. The primary 
data mining is to select the painting poetry based on this database and to classify them 
by their type. The secondary mining is to analyze the text by narrowing the scope[3] to 
painting poetry of Mukjukdo in the early Joseon Dynasty. 

3 Result 

3.1 Extracting and Cataloguing 

We chose the poetry from the style category at Hanguk Gojeon Jonghap DB, and 
selected poems with FKDUDFWHUV�LQ�WKH�WLWOH��VXFK�DV�µGR��SLFWXUH�¶��µKZD��SDLQWLQJ�¶��µMH�
�PHQWLRQ�¶��µPXN��LQN�¶��µKRH��GUDZLQJ�¶��µVD��GUDZLQJ�¶��µE\HRQJ��IROGLQJ�VFUHHQ���µMRN�
�KDQJLQJ�VFUROO�¶��µFKHRS��DOEXP�¶��DQG�µFKXN��VFUROO�¶��$IWHU�WKDW��ZH�FRPSDUH�WKH�WLWOH�
and the content of each poem to determine whether the poem was painting poetry or 
not. Through this, it was found that there are a total of 842 poetry poems currently 
included in Hanguk Munjip Chonggan. 

 
3.2 Type Classification 

Based on the previously extracted lists, the painting poetry of the early Joseon Dyn-
asty was classified by type based on the subject matter of the painting[4]. This classifi-
cation is possible because the subject matter of the picture is presented as the name of 
each object before and after 'do' or 'hwa', which usually means a picture. For example, 
WKH�WLWOHV�RI�PRVW�SDLQWLQJ�SRHPV�RI�0XNMXNGR�DSSHDU�LQ�H[SUHVVLRQV�VXFK�DV�³0XN�
MXNGR´�RU³-HMXN��UHFLWLQJ�D�EDPERR�´��7KH�ILJXUH�EHORZ�LV� WKH� result of categorizing 
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Mukjukdo painting poems using the TOPIC MAP based on the list of painting poems 
in the early Joseon Dynasty and the types of paintings. 

 

 
Fig. 1. A Type classification of Mukjukdo painting poetry using TOPIC MAP 

 
3.3 Syllable Unit Segments and Statistics 

Next, we analyzed the text data of the painting poetry of Mukjukdo in the early Jo-
seon Dynasty. In order to interpret the poem[5], it is convenient to divide it into mor-
phemes, the smallest unit of meaning. Since Hansi is composed of Chinese characters, 
it can be divided into morphemes up to one syllable unit. In addition, the units of these 
syllables are basically combined into five and seven words to form a row. Therefore, 
we set one row as the basic uQLW��$PRQJ�WKH�RULJLQDO�WH[W�RI�SDLQWLQJ�SRHWU\��R¶HRQ��ILYH-
FKDUDFWHU��ZDV�GLYLGHG�IURP���WR����DQG�FKLO¶HRQ��VHYHQ-character) was divided from 1 
WR���V\OODEOHV��,Q�VXFFHVVLRQ��SHU�OLQH��R¶HRQ�JHQHUDWHG�ILYH�FRUSXV�RI�RQH�V\OODEOH��WZR�
syllables, three syOODEOHV�� IRXU� V\OODEOHV�� DQG� ILYH� V\OODEOHV�� DQG� FKLO¶HRQ� JHQHUDWHG�
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seven corpus of one syllable, two syllables, three syllables, four syllables, five syllables, 
six syllables, and seven syllables. 

Table 1. The corpus unit of R¶HRQ�and FKLO¶HRQ poem 

If 1 line of R¶HRQ�poem  
is assumed to ³���������´� 

the corpus unit 

If 1 line of FKLO¶HRQ�poem 
is assumed to ³�������������´� 

the corpus unit 
1 syllable corpus(5): 1/2/3/4/5 1 syllable corpus (7): 1/2/3/4/5/6/7 

2 syllable corpus(4): 12/23/34/45 2 syllable corpus (6): 12/23/34/45/56/67 
3 syllable corpus(3): 123/234/345 3 syllable corpus (5): 123/234/345/456/567 
4 syllable corpus(2): 1234/2345 4 syllable corpus (4): 1234/2345/3456/4567 

5 syllable corpus(1): 12345 5 syllable corpus (3): 12345/23456/34567 
 
The following is the result of dividing the original data of Mukjukdo painting poetry 

by syllables and calculating the frequency. This is the figure measured using the JAVA 
program to see how many syllable corpus units are repeated in the actual painting poetry 
text data. The numerical value of 1-5 syllable corpus is the sum of the data for each 
V\OODEOH�RI�R¶HRQ�DQG�FKLO¶HRQ��DQG�WKH�QXPHULFDO�YDOXHV�RI��-��V\OODEOHV�LV�IRU�FKLO¶HRQ�
only. In these values, only words from 1 to 3 syllables were actually valid, and all 4-7 
syllables were meaningless because the word combination was under twice. 

 

 
Fig. 2.  The frequency of one syllable corpus in Mukjukdo painting poetry 
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Fig. 3.  The frequency of two syllable corpus in Mukjukdo painting poetry 

 

 
Fig. 4.  The frequency of three syllable corpus in Mukjukdo painting poetry 
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3.4 Analysis of the Meaning of Corpus 

The most commonly used one-syllable word in painting poetry of Mukjukdo is 
³poong (wind: 55 WLPHV�´. ³poong´�LV�D�FRPELQDWLRQ�RI�ZRUGV�LQ�WKH�RUGHU�RI�³Soong 
ryu (a taste for the arts: 8 WLPHV�´, ³poong sang (wind and frost�� �� WLPHV�´, ³Chun 
poong(the spring breeze: 3 WLPHV�´ etc in 2 syllables. Poong ryu is presented when re-
ferring to the wonderful scenery of bamboo. Pung sang is wind and frost, which gives 
bamboo trials and tribulations. Chun poong appears when describing a situation in 
which bamboo shoots sprout. 

Next is ³juk (a bamboo: 41 WLPHV�´, but "juk" refers to bamboo itself, so it is not a 
discriminating result. And ³EXO��QR��40 WLPHV�´, which belongs to an adverb that repre-
sents negativity in Chinese characters, is not very meaningful in single syllables, but 
further emphasizes its meaning when combined with other words. And ³ji (Branch: 32 
times)´, which LV�FRQQHFWHG�LQ�WZR�V\OODEOHV��³poong ji (a branch swaying in the wind: 
2 times)", ³so ji(a slender branch: 2 times). It excludes the numerical value that does not form a 
special meaning, such as juk, bul, ji. 

The next significant figure is ³goon (a man of virtue: 26 WLPHV�´. ³goon´�LV�D�FRPELQDWLRQ�RI�
ZRUGV�LQ�WKH�RUGHU�RI�³cha goon (this man of virtue: 11 WLPHV�´, ³goon jin (a man of virtue is 
truly~ : 3 WLPHV�´, ³goon dok (a man of virtue alone~ : 2 WLPHV�´ etc in 2 syllables. And ³jeol´�is 
24 times, it means principles. ³jeol´�LV�D�FRPELQDWLRQ�RI�ZRUGV�LQ�WKH�RUGHU�RI�³go jeol(a distressed 
principles: 4 WLPHV�´, ³no jeol (mature  principles: 2 WLPHV�´, ³jik jeol (a straight principles: 2 
WLPHV�´ , etc., in 2 syllables.  The jeol represents the principles of bamboo, and the attitude of 
keeping faith firmly is matched with "go" and "QR´, to reinforce the unchanging properties.  

4 Conclusion 

The data figures of corpus by syllable in Mukjukdo painting poetry are in line the 
symbolic meanings of bamboo in the early Joseon Dynasty. The symbolic meaning of 
Mukjukdo[6] is as follows. As an object, a bamboo was personified as the ideal exist-
ence of a god dragon and a Junzi. As an event, the virtual space of bamboo about the 
bamboo of Two queens and Qu Yuan was realized as the sorrowful and unworldly im-
age. 

Through this, the measurement of the frequency by dividing the original text of Muk-
jukdo painting poetry by syllables and setting it as a corpus composition unit is mean-
ingful in revealing the symbolic meaning of bamboo in painting poetry. Conversely, 
the symbols of objects in various types of painting poetry can be demonstrated and 
shown with an objective indicator of language. 
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by Vietnamese female speakers 
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Abstract. In this study, we discuss the phonetic characteristics of Korean mon-
ophthong vowels produced by Vietnamese female speakers at the EHJLQQHU¶V�
OHYHO�� 8QOLNH� .RUHDQ� IHPDOH� VSHDNHUV�� WKH� TXDQWLWDWLYH� UHVXOWV� IRU� �H�� DQG� ��ܭ�
show that there was a statistically significant difference in F1 values (p < 0.05) 
as well as F2 values (p < 0.05) in the production of vowels by Vietnamese 
learners of Korean. Therefore, the difference in height between the two vowels 
was contrastive by Vietnamese learners of Korean differently from native Ko-
rean female speakers. On the other hand, the back vowels /u/ and /o/ produced 
by female Vietnamese learners of Korean had a statistically significant differ-
ence in both F1 and F2 (p < 0.05) values. Therefore, female Vietnamese learn-
HUV¶� SURQXQFLDWLRQ�ZDV� FRQWUDVWive by the difference in tongue height (F1) as 
well as the position of the tongue (F2) in the production of Korean rounded 
back vowels /u/ and /o/, whereas these two vowels were contrastive only by the 
difference in tongue position (F2) in native Korean female speakers. Therefore, 
all pairs of monophthong vowels produced by Vietnamese female speakers 
formed in opposition to each other, while Korean native speakers formed a sev-
en-vowel system due to the merger of �H��DQGܭ���. Moreover, Vietnamese female 
VSHDNHU¶V�Euclidean distance between /u/ and /o/ was shorter (88.4) than Korean 
female speaker¶s (146.5). Thus, it can be also argued that the pronunciation of 
the Korean vowels /u/ and /o/ produced by Vietnamese female learners of Ko-
rean are considerably different to the production of Korean rounded back vow-
els. 

Keywords: formants, Korean vowels, Vietnamese, beginner level, phonetics. 

1 Introduction 

In this paper, we discuss the acoustic and phonetic characteristics of Korean monoph-
thong vowels produced by northern Vietnamese female learners of Korean at the be-
JLQQHU¶V level, and we identify the differences compared to those of Korean female 
speakers. Since Vietnam has a long topography from north to south, the pronunciation 
of vowels varies across the north, central, and south, so the experiment was conducted 
based on the northern dialect. The monophthong vowels of Vietnamese are nine vow-
els in the northern Hanoi dialect, which is considered as standard (Han 1966, Kirby 
2011, ĈjR�DQG�1JX\ӉQ 2018). Let us consider the following in Figure 1: 
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Figure 1. Vietnam monophthong vowels (Kirby 2011: 384) 

 
In Figure 1, Vietnamese vowels between /e/ and /ܭ/ are distinguishable, while Korean 
forms a seven-vowel system (/i, e, ݁, ݞ, a, u, o/) that is based on the current spoken 
language due to the merger of /e/ and /ܭ/ (Yoon and Kang 2014, Lee et al. 2016, Kang 
and Kong 2016). Thus, we discuss the phonetic characteristics of Korean monoph-
thong vowels produced by Vietnamese female speakers at the early stage of learning. 

2 Methods 

2.1 Participants 

A total of 22 subjects participated in the experiment: 12 Vietnamese female learners 
of Korean (beginner level: less than 6 months of learning experience; average age: 
21.4) from the northern part of Vietnam, including Hanoi. All of them were attending 
a Korean language school at the universities in Seoul. 10 Korean female speakers 
(average age: 21.1) who indicated their birthplaces and residences were in Seoul and 
Gyeonggi. All of them are students attending universities in Seoul. A predetermined 
honorarium was paid to all subjects.  

 
2.2 Procedure 

The words used in the experiment were 24 nonce words in Korean with two syllables 
composed of eight monophthong vowels. Due to the merging of /e/ and /ܭ/, the mon-
ophthong vowels of Seoul Korean form a seven-vowel system based on the produc-
tion level (Yoon and Kang 2014, Lee et al. 2016, Kang and Kong 2016). However, 
we included nonce words with eight vowels to examine how Vietnamese speakers 
pronounced /e/ and /ܭ/, respectively, and how they differed from subjects who speak 
Korean as their mother tongue. The nonce words in Table 1 are in the form of 
³V1+CV2´ so that eight monophthong vowels (V1) are the word-initial position, while 
the following consonants are Korean plosives /p, t, k/. 
 

Table 1. Nonce words. 
 _ka _ta _pa 
i ika ita ipa 
e eka eta epa 
 paܭ taܭ kaܭ ܭ
݁ ݁ka ݁ta ݁pa 
 paݞ taݞ kaݞ ݞ
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a aka ata apa 
u uka uta upa 
o oka ota opa 

 
The experiment was conducted in a manner that the subjects repeatedly read the 24 
nonce words presented in Table 1 three times, and the words were read with the carri-
er sentence 'This is _____'. In this way, 72 pieces of data were collected per subject, 
and the total number of data obtained through each group of Korean (10 people × 24 
words × 3 repetitions) and Vietnamese (12 people × 24 words × 3 repetitions) was 
1,584. The recording was performed using an LG Gram laptop, which is included in 
the public software Praat version 6.2.23. A SONY ECM-LV1 pin microphone was 
attached to the upper body of the subject and connected to the laptop. The recording 
took place in a quiet space on the campus without noise.  
For the data analysis, using Praat version 6.2.23, we checked the spectrogram of all 
vowels and set the section with the least variation in formant as the stable section. 
Since all the subjects were women, the maximum formant value was set to 5,500 
(Hz), the number of formants was set to five, and the window was set to 25 (ms). The 
measurement of the formant value was calculated by finding the mid points of the 
stable section found in the collection. Through this process, an analysis was conduct-
ed on a total of 1,584 tokens. Formant values were summarized using Excel, and sta-
tistical analysis was performed using IBM's statistical analysis program SPSS 26 to 
understand the statistical significance. 

3 Results 

3.1 Production 

To discuss the acoustic and phonetic characteristics of Korean monophthong vowels 
produced by Korean female speakers, we present the formant values in Table 2. To 
judge the significant differences among Korean vowels, the results of repeated-
measures ANOVA followed by Bonferroni post-hoc analysis are reflected. 

 
Table 2. Korean female speakers estimated mean in F1/ F2 (Hz) 

Vowel 
(F1) 

Estimated  
mean 

Standard  
error 

95 % Confidence interval 
minimum maximum 

i 433.5 7.1 419.5 447.5 
e 611.1 4.0 603.3 619.0 
 627.0 610.6 4.1 618.8 ܭ
݁ 449.2 5.5 438.3 460.1 
 614.7 591.5 5.8 603.1 ݞ
a 931.0 6.8 917.6 944.4 
u 420.0 4.8 410.5 429.5 
o 418.0 4.7 408.6 427.4 
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Vowel 
(F2) 

Estimated 
mean 

Standard 
errors 

95 % confidence interval 
minimum maximum 

i 2759.7 61.9 2636.8 2882.6 
e 2210.9 44.0 2123.7 2298.2 
 2315.2 2144.0 43.1 2229.6 ܭ
݁ 1565.5 29.7 1506.5 1624.4 
 954.3 910.3 11.1 932.3 ݞ
a 1424.0 14.6 1395.0 1453.0 
u 854.2 15.7 822.9 885.4 
o 715.2 11.8 691.8 738.6 

 
In Table 2, in F1 values, there is no significant difference between /e/ and /ܭ/ (p > 
0.05) and /u/ and /o/ (p > 0.05). On the other hand, in F2 values, there is no significant 
difference between /e/ and /ܭ/ (p > 0.05), but contrast is maintained between /u/ and 
/o/ (p < 0.05) in the position of the tongue in F2 values. Based on the estimated mean 
in Table 2, we present the Korean female speakers¶ vowel production in Figure 2. 
 

 
Figure 2. Korean female speakers Koran vowel production (Hz) 

 
In Figure 2, the vowel diagram shows that the traditional Korean phonological catego-
ry (the so-called eight-vowel system) does not match the production of Korean female 
speakers. However, unlike in Korean, the Vietnamese vowel system distinguishes 
front vowels between /e/ and /ܭ/, as shown in Figure 1. It is unclear whether Vietnam-
ese female speakers pronounce these two vowels differently, or simply merge them in 
the same way as Korean speakers. Thus, we investigated the acoustic and phonetic 
characteristics of Korean monophthong vowels produced by Vietnamese female 
learners of Korean at the beginner¶s level. The results of repeated-measures ANOVA 
followed by Bonferroni post-hoc analysis are also reflected in this analysis. 
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Table 3. Vietnam female speakers (beginner) F1/ F2 values (Hz) 
Vowel 
(F1) 

Estimated  
mean 

Standard 
errors 

95 % confidence interval 
minimum maximum 

i 425.6 5.8 414.0 437.1 
e 524.4 7.9 508.7 540.0 
 591.8 555.8 9.1 573.8 ܭ
݁ 446.5 6.2 434.3 458.7 
 731.7 685.7 11.6 708.7 ݞ
a 912.7 9.5 893.9 931.5 
u 404.5 5.8 393.0 416.0 
o 480.4 8.5 463.6 497.2 

Vowel 
(F2) 

Estimated  
mean 

Standard 
errors 

95 % confidence interval 
minimum maximum 

i 2875.0 14.5 2846.1 2903.8 
e 2569.7 18.6 2532.7 2606.6 
 2654.8 2581.8 18.4 2618.3 ܭ
݁ 1565.6 15.6 1534.6 1596.6 
 1197.9 1160.2 9.501 1179.0 ݞ
a 1665.3 12.0 1641.4 1689.1 
u 814.1 9.7 794.9 833.3 
o 859.5 8.4 842.8 876.2 

 
Unlike Korean female vowel production, the quantitative analysis of F1 and F2 values 
in Table 3 shows that all eight vowels are categorically significant in F1 and F2 val-
ues (p < 0.05). Based on the estimated mean in Table 3, we present the diagram for 
Vietnamese female learners¶ vowel production. 
 

 
Figure 3. Korean vowel production of Vietnamese female learners¶ (beginner) (Hz) 
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In Figure 3, the distance between each vowel is statistically contrastive among Viet-
namese female speakers. Therefore, we argue that the native (Vietnamese) phonologi-
cal category, as shown in Figure 1, is reflected in the production of Korean vowels. 

3.2 Euclidean distance 

Based on the analysis of the F1 and F2 values, the distance between the two points 
corresponding to each vowel was obtained by applying the following formula to 
mathematically determine the distance between the vowels. Euclidean distance is a 
technique for calculating the distance between two points, and when two points have 
coordinates of (P1, P2, P3«3n) and (Q1, Q2, Q3«4n), the distance between two points 
is expressed by the Euclidean distance formula as follows. 

 

 
 

The distance between two points (two paired vowels) can be calculated using the 
formula to measure the two distances. The Euclidean distance between each vowel is 
shown as in Table 4. 
 

Table 4. KF/ VF (beginner) speakers¶ Euclidean distance for Korean vowels 
KF ˭F1 ˭F2 ED VF ˭F1 ˭F2 ED 

i-e 170.5 589.7 613.9 i-e 98.4 305.0 320.5 

e-19.8 18.2 7.7 ܭ e-69.4 48.3 49.8 ܭ 

 a 338.9 953.0 1011.5-ܭ a 338.9 872.1 926.0-ܭ

i-݁ 15.7 1267.7 1267.8 i-݁ 20.9 1309.4 1309.6 

݁-u 29.2 746.7 747.3 ݁-u 42.0 751.5 752.7 

݁-o 31.2 893.2 893.7 ݁-o 33.9 706.1 999.2 

 467.1 386.6 262.2 ݞ-݁ 693.7 676.4 153.9 ݞ-݁

݁-a 175.9 481.8 512.9 ݁-a 466.2 99.7 457.2 

u-o 2.0 146.5 146.5 u-o 75.9 45.4 88.4 

o-285.1 216.8 185.1 ݞ o-392.7 319.5 228.3 ݞ 

 a 204.0 486.3 527.4-ݞ a 327.9 500.5 598.3-ݞ
 
In Korean speaker¶s production, the Euclidean distance between the vowels /e/ and /ܭ/ 
was shorter (/e : 19.8 ,/ܭ) WKDQ�9LHWQDPHVH� VSHDNHU¶V� SURGXFWLRQ. The difference in 
tongue height (F1) between these vowels was not significant for Korean female 
speakers (p > 0.05), while these two vowel categories were statistically contrastive in 
Vietnamese learners¶ production (p < 0.05). For the case of the rounded back vowel 
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�X��DQG��R���.RUHDQ�SURGXFWLRQ�RI�WKHVH�YRZHOV¶�GLVWDQFH�LV�VKRUW�LQ�)�� (/u : o /, 2.0)  
but the distance was maintained in F2 (/u : o/, 146.5). Thus, the Euclidean distance 
between /u/ and /o/ is 146.5. However, the Euclidean distance for the /u : o/ in Viet-
namese learners¶ production was shorter than the Korean realization of /u : o/.  

4 Discussion 

The results of quantitative formants for /e/ and /ܭ/ vowels show that there was a statis-
tically significant difference in F1 as well as in F2 values (p < 0.05) in the production 
of Vietnamese learners of Korean. Therefore, the difference in height between the two 
vowels was contrastive by Vietnamese speakers differently from native Korean fe-
male speakers. The back vowels /u/ and /o/ produced by female Vietnamese speakers 
had a statistically significant difference in F1 value (p < 0.05), but there was no statis-
tically significant difference in F2 value (p > 0.05). Therefore, female Vietnamese 
VSHDNHUV¶�production was contrastive by the difference in tongue height (F1), whereas 
the distance was maintained only by the difference in tongue position (F2) in native 
Korean speakers. Therefore, all pairs of monophthong vowels produced by Vietnam-
ese female speakers formed an opposition to each other. Interestingly, Vietnamese 
female speakers¶ Euclidean distance between /u/ and /o/ was shorter (88.4) than Kore-
an female speakers (146.5). Thus, statistical formant analysis concluded that the pro-
duction of the Korean vowels /u/ and /o/ produced by Vietnamese female learners 
have considerable phonetic differences compared Korean speakers, as shown in Fig-
ure 4. 

 

 
Figure 4. Korean vowels produced by KF (white dot) and VF (beginner, red dot) 
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Abstract. This study aims to explore the reason why there are various causal 
connective expressions in Korean in comparison with other languages from a 
cultural perspective. In this study, Korean causal connective expressions are lin-
guistically analyzed from the cross-linguistic perspective with English expres-
sions in the Korean-English Parallel Corpora. Then, the differences between Ko-
rean causal connective expressions and the corresponding English expressions 
are interpreted from a cultural point of view. The findings of this study are as 
follows. First, there are various causal connective expressions implying a nega-
tive meaning in Korean, and negative nuances can be indirectly delivered through 
grammatical expressions. Second, in Korean the causal connective expression 
that includes the conjecture meaning is much more frequently used compared to 
English. The phenomenon of using a lot of guessing expressions in Korean can 
be interpreted as Korean speakers exhibiting a tendency to express their thoughts 
or opinions mildly and indirectly rather than strongly and clearly, and this is also 
related to showing politeness toward the listener. Third, there is the causal con-
nective expression implying that it is one of various reasons in Korean. It implies 
that Korean speakers intend to avoid conclusive expressions by emphasizing that 
it is one of several reasons rather than concluding a single reason. This can also 
be viewed as a way to keep from expressing one's intentions too strongly and 
avoid causing the other person to lose face. 

Keywords: Cross-linguistics, Causal Connective Expressions, Interpretive 
Ethno-grammar 

1 Introduction  

Communication competence encompasses not only linguistic and grammatical compe-
tence, but also cultural competence. In order to communicate properly in a particular 
language society, speakers must not only understand basic linguistic structures such as 
vocabulary, phonemes, and grammar, but also know how to speak appropriately in a 
given social and cultural context (Saville Troike, 2003). This is because a language is 
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shaped by the culture. Depending on the culture, there may be differences in the way 
of expressing the same subject in each language.  

For example, the Hanunoo language of the Philippines has dozens of words for dif-
ferent kinds of rice (Conklin, 1957) and Russian has several different everyday words 
for different kinds of friends rather than one basic everyday word like the term friend 
used in English (Wierzbicka, 1997), and this phenomenon is not limited to words. Com-
pared to other languages, in Korean, there are a lot of connective expressions that ex-
press a cause or reason. This phenomenon can be analyzed along the same lines as the 
phenomenon in which rice in the Hanunoo and friends in Russian appear significantly 
more than in other languages. In other words, it can be said that the expressions that 
indicate the cause or reason appear very diverse due to the cultural characteristics of 
Koreans' tendencies or communication.  

This study aims to explore the reason why there are various causal connective ex-
pressions in Korean from a cultural point of view. For this, first, Korean causal connec-
tive expressions are linguistically analyzed from the cross-linguistic perspective with 
English expressions. Then, the differences between Korean causal connective expres-
sions and the corresponding English expressions are interpreted from a cultural point 
of view. If speakers are aware of the reasons for the variety of expressions representing 
the cause or reason in Korean from a linguistic cultural perspective, it will be possible 
to help foreign learners avoid misuse of language in a cultural context and achieve suc-
cessful cross-cultural communication. 

2 Korean Causal Connective Expressions 

Choi (2022) analyzed the grammar items from 10 classes of Korean textbooks and 3 
classes of grammar books to categorize them based on their meanings. As a result, a 
total of 68 semantic categories of grammar items were presented and a list of synony-
mous grammar items was organized for each category. It was found that the meaning 
category which has the greatest number of synonymous grammar items was the [cause] 
category. According to Choi (2022), there are 24 synonymous grammar items express-
ing the cause or reason in Korean: -a/eoseo, -(eu)nikka, -(eu)meuro, -gi ttaemune, -
neurago, -neun barame, -gilrae, -gie, -deoni, -at/eotdeoni, -(eu)n/neun mankeum, -a/eo 
gajigo, and so on. These all have a common meaning, which is the cause or reason for 
the following clause in the sentence. However, they differ in terms of syntactic condi-
tions, contextual formality, or semantic features.  

For example, in Korean textbooks, the following causal grammar items are provided 
with descriptions as they have the additional semantic features compared to the 
basic/neutral causDO�JUDPPDU�LWHPV�µ-a/eoseo, -(eu)nikka, -(eu)meuro, -gi ttaemune¶� 

 
(1) Ast-(eun) tase, Vst-neun tase: It is a negative expression of cause or reason. 
(2) Ast/Vst-(eun) nameoji: It is used when some action or situation in the first clause 

becomes worse, and it leads to a negative result in the following clause. 
(3) Vst-neurago: It indicates a cause, reason, or purpose getting a negative result. 
(4) Vst-neun barame: It indicates a cause or reason. The preceding situation nega-

tively affects the following action. 
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(5) Vst-neun tonge: It indicates a cause or reason that caused the negative situation 
or result of the following clause. 

(6) Ast/Vst-a/eoseo geureonji: It is used when the previous action or situation seems 
to be the cause and reason for what follows but cannot be determined for sure. 

(7) Ast/Vst-go haeseo: This is used to show that the preceding clause is one of many 
reasons for the content in the following clause. 

 
As underlined above, the causal connective expressions in (1) to (7) have additional 

semantic features: the grammar items in (1) to (5) contain [+negative] features, the 
grammar item in (6) has [+uncertainty] features, and the grammar item in (7) implies 
[+plurality]. Like this, Korean causal connective expressions are not only able to ex-
press the cause or reason for the following clause, but they can also imply additional 
semantic features or nuances.  

As such, it seems there are numerous grammar items expressing cause or reason in 
Korean. At this point, the question of whether this phenomenon exists in other lan-
guages as well, or whether this is a characteristic unique to Korean can be raised. 

In order to explore the above question in this study, seven causal connective expres-
sions that contain additional semantic features are compared with the corresponding 
English expressions. In addition, through these analysis results, we attempt to interpret 
the reason why there are many causal connective expressions in Korean from a cultural 
perspective. 

3 Data and Methodology  

The data of this study was collected by the Korean-English parallel corpora developed 
by AI-Hub. AI Hub is an AI integration platform operated by .RUHD¶V Ministry of Sci-
ence and ICT and the National Information Society Agency. The Korean-English par-
allel corpora were released as a part of the data construction project for artificial intel-
ligence learning. The Korean-English parallel corpora consist of three styles of corpus: 
literary, colloquial, and colloquial conversation, covering 1,600,000 sentences.  

In this study, 200,000 sentences (2,658,545 words) from the news article corpus in 
the literary style and 100,000 sentences (779,541 words) from the conversation corpus 
in the colloquial style were analyzed as follows. 

Table 1. Information of Korean-English Parallel Corpora 

 

A total of 300,000 sentences (3,438,086 words) in the Korean-English parallel cor-
pora were examined in order to explore the corresponding English expressions with 
Korean reason/causal connective expressions.  

No. Style Context The Number of Sentences/Words 

1 Literary  News Articles 
200,000 sentences 
(2,658,545 words) 300,000 sentences 

(3,438,086 words) 
2 

Colloquial 
(Conversation) 

Conversation in a 
meeting, shopping, 

school, restaurant, etc. 

100,000 sentences 
(779,541 words) 
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Fig. 1. An Example of Data Analysis 
 

As shown in Figure 1, 479 sentences using the seven Korean causal connective ex-
pressions were searched from the Korean-English parallel corpora and the correspond-
ing English expressions for each Korean causal connective expression were extracted 
from the English sentences.  

After examining all the corresponding English expressions, they were categorized 
into two groups: reason/causal expressions and non-reason/causal expressions. If the 
English expressions are used to indicate the reason or cause, they were included in the 
reason/causal expressions. In contrast, if the English expressions are not used to indi-
cate the reason or cause, they were included in the non-reason/causal expressions.  

4 Korean Causal Connective Expressions in a Cross-linguistic 
Perspective  

Table 2 shows the frequency and rate of Korean causal connective expressions and 
corresponding English expressions in the Korean-English parallel corpora.  

Table 2. Korean Causal Connective Expressions and Corresponding English Expressions 

No. Korean N English N % 

1 
Ast-(eun) tase,  
Vst-neun tase 

145 

Reason/causal  
expressions 

because (of) 57 39.31 
due to 32 22.07 

as 25 17.24 
since 14 9.66 

so 2 1.38 
by 1 0.69 
for 1 0.69 

therefore 1 0.69 

Non-reason/causal  
expressions 

cause  4 2.76 
after  2 1.38 
and 1 0.69 

as a result 1 0.69 
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result in 1 0.69 
lead 1 0.69 

VR�«�WKDW 1 0.69 
while 1 0.69 

2 
Ast/Vst-(eun) 

nameoji 
24 

Reason/causal  
expressions 

because  5 20.83 
as 3 12.50 
for 2 8.33 

Non-reason/causal  
expressions 

and 5 20.83 
so ... that 3 12.50 

ѫ 5 20.83 
by ~ing 1 4.17 

3 Vst-neurago 13 

Reason/causal  
expressions 

because 4 30.77 
due to 1 7.69 
from 1 7.69 

as 1 7.69 
with 1 7.69 
~ing 2 15.38 

Non-reason/causal  
expressions 

and 1 7.69 
bring  1 7.69 

on 1 7.69 

4 Vst-neun barame 153 

Reason/causal  
expressions 

because 61 39.87 
so 24 15.69 
as 14 9.15 

since 11 7.19 
due to 6 3.92 
from 1 0.65 

Non-reason/causal  
expressions 

and 12 7.84 
ѫ 9 5.88 

cause 6 3.92 
, which  2 1.31 

after 2 1.31 
when 2  1.31 
drive 1 0.65 

disrupt 1 0.65 
get  1 0.65 

5 Vst-neun tonge 4 

Reason/causal  
expressions 

since 1 25 
due to  1 25 

Non-reason/causal  
expressions 

and 1 25 
confuse 1 25 

6 
Ast/Vst-a/eoseo  

geureonji 
124 

Reason/causal  
expressions 

because  31 24.80 
PD\EH��LW¶V��EHFDXVH 28 22.40 

so 13 10.40 
probably because  11 8.80 
perhaps because  7 5.60 
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since 7 5.60 
due to  3 2.40 

PD\EH�WKDW¶V�ZK\ 2 1.60 
maybe the reason 2 1.60 

not sure if it is because 2 1.60 
with 2  1.60 

JXHVV�LW¶V�EHFDXVH 1 0.80 
perhaps ... so  1 0.80 

perhaps due to  1 0.80 
ZKHWKHU�LW¶V�IURP 1 0.80 

Non-reason/causal  
expressions 

ѫ 8 6.40 
and 2 1.60 

as to whether 1 0.80 
no wonder 1 0.80 
so ... that 1 0.80 

7 Ast/Vst-go haeseo 9 

Reason/causal  
expressions 

because 2 22.22 
so 2 22.22 

since 1  11.11 
due to 1 11.11 

as 1 11.11 
Non-reason/causal  

expressions 
ѫ  2 22.22 

 
As described in Chapter 2, the Korean causal connective expressions (1) to (5) con-

note [+negative] meaning, the expression in (6) has [+uncertainty] meaning, and the 
expression in (7) contains [+plurality] meaning additionally. We analyzed whether 
these additional semantic qualities appear in the corresponding expressions in English, 
and the results are examined by each additional semantic quality below. 
 
4.1 [+Negative] feature in causal connective expressions 

The English expressions that correspond with the Korean causal connective expressions 
Ast-(eun) tase, Vst-neun tase, Ast/Vst-(eun) nameoji, Vst-neurago, Vst-neun barame, 
Vst-neun tonge, which imply the [+negative] feature, were analyzed. As a result, in 
English there were no causal expressions that have the [+negative] feature noticed in 
Korean expressions, and only basic/neutral causal expressions such as because, due to, 
as, since were used as the corresponding expressions. 

In English, it was found that there was a large tendency to use direct negative vo-
cabulary when trying to connote a negative meaning rather than implying such negative 
meaning through grammar items. In that, in English, words with negative meanings are 
used directly when expressing negative intentions, whereas in Korean, grammatical ex-
pressions implying the negative meaning are used somewhat indirectly. It means in 
Korean, even if the speaker does not use direct vocabulary to express negative inten-
tions, negative nuances can be indirectly delivered through grammatical expressions. 
The phenomenon of speakers indirectly expressing their intentions in Korean can also 
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be found when they express their thoughts or opinions with conjecture expressions such 
as ±(eu)n/neun/(eu)l geot gat- or when they express their plans with ±(eu)lkka ha-, -
(eu)lkka sip-, and so on.  

 
4.2 [+Uncertainty] feature in causal connective expression 

The English expressions that correspond with the Korean causal connective expression 
Ast/Vst-a/eoseo geureonji, which implies the [+uncertainty] feature, were analyzed. In 
English, conjecture expressions such as maybe, probably, and perhaps were not in-
cluded in as many as 50% of the corresponding English expressions with Ast/Vst-a/eo-
seo geureonji in the reason/causal expression category. In that, cases involving specu-
lation in the causal expressions appeared much more in Korean.  

As mentioned above, this coincides with the phenomenon of using a lot of guessing 
expressions in Korean. In Korean, when expressing a cause or reason, there is a strong 
intention to express it mildly rather than strongly and clearly, and this is also related to 
showing politeness toward the listener. 

 
4.3 [+Plurality] feature in causal connective expression 

The English expressions that correspond with the Korean causal connective expression 
Ast/Vst-go haeseo, which implies the [+plurality] of the reason, were analyzed. In Ko-
rean, this expression shows that the preceding clause is one of many reasons for the 
content in the following clause. However, in English, this connotative meaning was not 
expressed. Unlike English, the causal expression implying that it is one of various rea-
sons frequently appears in Korean because it implies that the speaker intends to avoid 
conclusive expressions by emphasizing that it is one of several reasons rather than con-
cluding a single reason. This can also be said to be a way to keep from expressing one's 
intentions too strongly. This is used in a context where the speaker wants to avoid de-
finitive reasons��ZKHQ�WKH�VSHDNHU�KDV�WR�UHIXVH�WKH�RWKHU¶V�UHTXHVW�RU�VXJJHVWLRQ��WKH�
speaker dooes not want to cause the other person to lose face by giving the connotative 
meaning that there are many reasons for being unable to accept the request or sugges-
tion, or when the speaker does not want to explicitly express their actual reasons. 
 
4.4 Additional Findings  

Through the analysis, a few findings can be discussed further.  
First, the corresponding English expressions with Korean causal expressions were 

mostly one of four expressions such as because, since, due to, and as, and it shows that 
in English various grammar items expressing the cause or reason are not used as much 
as in Korean.   

Second, even though there are some different causal expressions in English, their 
difference is the degree of formality rather than semantic features. However, in Korean, 
there are various causal expressions, and their difference can be explained in many as-
pects: formality, syntactic condition, and semantic features.  

Third, there are cases in which Korean causal expressions do not correspond with 
the non-reason/causal expressions in English. This indicates that causal expressions are 
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used more frequently in Korean, and sometimes the causal expression is used for other 
intentions such as supporting their thoughts rather than expressing the actual cause or 
reason in a logical context.  

5 Conclusion 

It is generally recognized that languages differ in the amount ± and kind ± of attention 
given to different aspects of reality through their lexical systems: Arabic has numerous 
words for sand, Hanunoo for rice, and so on (Wierzbicka, 2002). This study considered 
that it also applies to grammatical expressions and not only to the lexical system. Thus, 
this study focused on the phenomenon that there are various causal connective expres-
sions in Korean in comparison with other languages from a cultural perspective. 

As a result of the linguistic analysis from the cross-linguistic perspective between 
Korean causal connective expressions and corresponding English expressions, it was 
found that the following three aspects were characteristics unique to Korean and these 
were interpreted in a cultural perspective.  

First, there are various causal connective expressions implying a negative meaning 
in Korean, whereas there are no such expressions in English. In Korean, the negative 
nuance can be indirectly delivered through grammatical expressions.  

Second, in Korean the causal connective expression that includes the conjecture 
meaning is much more frequently used compared to English. As mentioned above, the 
phenomenon of using a lot of guessing expressions in Korean can be interpreted as 
Korean speakers exhibiting a tendency to express their thoughts or opinions mildly and 
indirectly rather than strongly and clearly, and this is also related to showing politeness 
toward the listener. 

Third, there is the causal connective expression implying that it is one of various 
reasons in Korean, whereas no such expression is used in English. It implies that Korean 
speakers intend to avoid conclusive expressions by emphasizing that it is one of several 
reasons rather than concluding a single reason. This can also be said to be a way to keep 
from expressing one's intentions too strongly and avoid causing another person to lose 
face.  

The results of this study from the linguistic-cultural perspective will be able to help 
foreign learners choose the proper causal connective expressions so that they can ex-
press their intentions with a cultural understanding and avoid misuse of language in a 
cultural context. 
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6PDUW�)DUP�0DQDJHPHQW�6\VWHP�8VLQJ�+XPLGLW\�0HWHU

<XVHXQJ�6KLQ� DQG�-DH\XQ�-HRQJ�

.\XQJKHH�+LJK�6FKRRO��6HRXO���������.RUHD

� +DQNXN�8QLYHUVLW\�RI�)RUHLJQ�6WXGLHV��6HRXO����� �������.RUHD

$EVWUDFW� :LWK WKH UHFHQW GHYHORSPHQW RI ,R7 WHFKQRORJ\� IDUPHUV FDQ HQMR\
FRQYHQLHQW DQG SUDFWLFDO OLYHV ZLWK VPDUW IDUPV FUHDWHG E\ FRPELQLQJ
DJULFXOWXUH DQG ,R7 WHFKQRORJ\� ,Q WKLV SDSHU� ZH LQWURGXFH WKH FKDUDFWHULVWLFV RI
SODQWV DQG H[SODLQ WKH GLUHFWLRQ RI %HDFRQ GHYLFHV DQG VPDUW GHYLFHV WKURXJK
$$3� :KHQ PDQDJLQJ VPDUW IDUP PRLVWXUH XVLQJ D K\JURPHWHU� LW LV XVHIXO IRU
SURPRWLQJ�SODQW�JURZWK�DV�ZHOO�DV�VDYLQJ�ZDWHU�

.H\ZRUGV� 6PDUW�)DUP��,R7��,&7

� ,QWURGXFWLRQ

7KH�GHYHORSPHQW�RI�WKH�,QWHUQHW�RI�7KLQJV��,R7��KDV�PDGH�SHRSOH�HQMR\�D�PRUH
FRPIRUWDEOH�OLIH��6LQFH�WKHQ��WKH�FRPELQDWLRQ�RI�DJULFXOWXUH�DQG�WKH�,QWHUQHW�RI�7KLQJV
KDV�DOORZHG�IDUPHUV�WR�HQMR\�D�FRQYHQLHQW�DQG�SUDFWLFDO�OLIH�ZLWK�VPDUW�IDUPV�
$OWKRXJK�FXOWLYDWLRQ�NLWV�DUH�EHLQJ�UHOHDVHG�DV�SHUVRQDO�VPDUW�IDUPV��WKHUH�LV�D�OLPLW
WKDW�SODQWV�DUH�QRW�FRPSDWLEOH�ZLWK�YDULRXV�SRWV��DQG�WKH�W\SHV�RI�SODQWV�DUH�OLPLWHG�WR
YHJHWDEOHV��DQG�WHPSHUDWXUH�DQG�KXPLGLW\�OLJKW�VKRXOG�EH�FRUUHODWHG�LQ�WKH�DFWXDO
HQYLURQPHQW��7R�VROYH�WKLV�SUREOHP��PRLVWXUH�FDQ�EH�PHDVXUHG�ZLWK�H[LVWLQJ�PRLVWXUH
VHQVRUV�DQG�ZHLJKW�VHQVRUV��EXW�PHDVXUHPHQW�HUURUV�DQG�ZHLJKW�VHQVRUV�DUH�XQVWDEOH
GXH�WR�SODQW�JURZWK��VR�DQ�DXWRPDWHG�KXPLGLW\�FRQWURO�DOJRULWKP�LV�QHHGHG�ZLWK
GHYHORSPHQW�RI�KXPLGLW\�VHQVRUV�DQG�EHDFRQV��,Q�WKLV�SDSHU��ZH�SURSRVH�D�PHWKRG�WR
SURYLGH�WKH�DSSURSULDWH�KXPLGLW\�RI�SODQWV�XVLQJ�D�KXPLGLW\�VHQVRU�

� 5HODWHG

7KLV�VHFWLRQ�LQWURGXFHV�H[LVWLQJ�VPDUW�IDUP�DQG�EHDFRQ�WHFKQRORJLHV�DQG�H[SODLQV
WKH�FKDUDFWHULVWLFV�RI�SODQWV�DQG�WKH�SODQWV�LQWURGXFHG�E\�.RUHD�

��� 'HILQLWLRQ�RI�%HDFRQ

%HDFRQ LV D %OXHWRRWK SURWRFRO�EDVHG 1)& GHYLFH� %HDFRQ
V ZLUHOHVV
FRPPXQLFDWLRQ KDV UHFHQWO\ EHHQ LQ WKH VSRWOLJKW DV D QHDU�ILHOG FRPPXQLFDWLRQ
WHFKQRORJ\ GXH WR PDQ\ DGYDQFHV VXFK DV ORZ SRZHU� PLQLDWXUL]DWLRQ� OLIH H[WHQVLRQ�
DQG LQFUHDVHG UHFHSWLRQ GLVWDQFH� ZLWKRXW WKH SDLULQJ SURFHVV WKDW KDG WR EH GRQH WR
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FRQQHFW EHWZHHQ WKH WZR GHYLFHV XVLQJ %OXHWRRWK� ,Q DGGLWLRQ� WKH PD[LPXP
FRPPXQLFDWLRQ GLVWDQFH LV UHODWLYHO\ ORQJ DW DERXW ��P� DQG VRSKLVWLFDWHG ORFDWLRQ
FDQ EH LGHQWLILHG LQGRRUV� %HDFRQV FODVVLI\ FHUWDLQ REMHFWV ZLWK EHDFRQV DV 88,'
YDOXHV DQG WUDQVPLW VLJQDOV WR XVHUV ZLWKRXW D VHSDUDWH SDLULQJ SURFHGXUH IRU HDFK
FORVH�UDQJH VHFWLRQ XVLQJ 566, �5HFHLYHG 6LJQDO 6WUHQJWK ,QGLFDWRU� WR LQGLYLGXDOV
ZLWK VPDUWSKRQHV DW ORZ FRVW� 7KH EHDFRQ WUDQVPLWWHU SHULRGLFDOO\ VLJQDOV LWV 88,'
DQG 566, YDOXHV� DQG ZKHQ D SHUVRQ ZLWK D VPDUWSKRQH FRPHV ZLWKLQ WKH UHDFK RI WKLV
VLJQDO��WKH�VPDUWSKRQH�UHFRJQL]HV�LW�DQG�VHQGV�VLJQDO�LQIRUPDWLRQ�WR�WKH�VHUYHU��>�@

��� ,PSOHPHQWLQJ�%HDFRQV

7KHUH DUH 6WDUEXFNV VLUHQ RUGHUV� KRVSLWDO DSSRLQWPHQWV� DQG PRELOH SD\PHQWV IRU
PHGLFDO H[SHQVHV XVLQJ $33� EXW WKH VHUYLFH LV QRW ZRUNLQJ ZHOO LQ VRPH SODFHV LQ WKH
KRVSLWDO GXH WR EDWWHU\ FRQVXPSWLRQ SUREOHPV� EXW WKH SUREOHP LV H[SHFWHG WR EH
VROYHG�LQ�WKH�IXWXUH��7KHUH�LV�DOVR�D�GLVDGYDQWDJH�RI�ZHDN�VHFXULW\�

��� 6PDUW�)DUP

,W LV D V\VWHP FUHDWHG E\ WKH IXVLRQ RI SUHFLVLRQ DJULFXOWXUH DQG ,&7 WHFKQRORJ\ WKDW
HPHUJHG LQ WKH ����V� DQG D V\VWHP WKDW FROOHFWV GDWD RQ SODQW JURZWK DQG
HQYLURQPHQW DQG KHOSV GHFLVLRQ�PDNLQJ LV FDOOHG D VPDUW IDUP� ,W XVHV FURS GDWD
FROOHFWHG WKURXJK VDWHOOLWHV� ZHDWKHU LQIRUPDWLRQ� DQG HQYLURQPHQWDO LQIRUPDWLRQ
FROOHFWHG�XVLQJ�YDULRXV�VHQVRUV�>�@

��� 6PDUW�)DUP�7UHQGV

$FFRUGLQJ WR WKH .RUHD ,QVWLWXWH IRU 6FLHQFH DQG 7HFKQRORJ\ -REV� LQGXVWULDO WUHQGV
E\ VPDUW IDUP FRXQWU\ DUH VSUHDGLQJ WR DUHDV VXFK DV GLVWULEXWLRQ DQG FRQVXPSWLRQ RI
VPDUW IDUPV LQ .RUHD� EXW VR IDU� DJULFXOWXUDO SURGXFWLRQ KDV EHHQ WKH FRUH� ,W LV
EHOLHYHG WKDW LW LV FRQFHQWUDWHG LQ WKH PRQLWRULQJ DQG FRQWURO VWDJHV� DQG GHYHORSLQJ
RSWLPL]HG DOJRULWKPV XVLQJ ELJ GDWD DQG DXWRPDWLRQ WHFKQRORJLHV UHODWHG WR URERWV DUH
FXUUHQWO\ LQ WKH 5	' VWDJH &XUUHQWO\� WKH VPDUW IDUP V\VWHP DSSOLHG WR RXU IDUPV
UHPDLQV DW WKH OHYHO RI RSHQLQJ DQG FORVLQJ RI FXOWLYDWLRQ IDFLOLWLHV �LQVXODWLRQ FRYHU�
FHLOLQJ� FXUWDLQ� YHQWLODWRU� VSULQNOHU� IOXLG� KRW DLU� HWF�� WKURXJK VPDUW PHGLD EDVHG RQ
HQYLURQPHQWDO LQIRUPDWLRQ �WHPSHUDWXUH� KXPLGLW\� &2�� LOOXPLQDWLRQ� HWF��� ,Q WKH
IXWXUH� LW LV UHTXLUHG WR GHYHORS D JURZWK RSWLPDO HQYLURQPHQW VHWWLQJ PRGHO IRU
SUHFLVH FURS PDQDJHPHQW E\ JURZWK VWDJH EDVHG RQ FXOWLYDWLRQ JURZWK LQIRUPDWLRQ
DQG WR GHYHORS D VSHFLDOL]HG PRGHO IRU GLDJQRVLV RI FURS SK\VLRORJLFDO GLVRUGHUV DQG
SHVWV�

7KH 1HWKHUODQGV LV D UHSUHVHQWDWLYH VPDUW IDUP�XVLQJ FRXQWU\� DQG DOWKRXJK LWV ODQG
DUHD LV RQO\ ��� RI WKDW RI .RUHD� LW KDV EHFRPH WKH ZRUOG
V VHFRQG�ODUJHVW H[SRUWHU RI
DJULFXOWXUDO SURGXFWV WKURXJK WKH LQWURGXFWLRQ RI ,&7� 7KH 1HWKHUODQGV LV D
UHSUHVHQWDWLYH KRUWLFXOWXUDO FRXQWU\� DQG ��� RI DOO JUHHQKRXVHV DUH JODVV
JUHHQKRXVHV� DQG YDULRXV VHQVRUV DQG FRQWURO VROXWLRQV KDYH EHHQ GHYHORSHG EDVHG RQ
GHFDGHV RI DFFXPXODWHG ELJ GDWD DQG H[SHULHQFH RSWLPL]HG IRU WKH FXOWLYDWLRQ
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HQYLURQPHQW� 7KURXJK WKHVH DJULFXOWXUDO ,&7 WHFKQRORJLHV� SURGXFWLRQ DQG TXDOLW\
RSWLPL]DWLRQ ZLOO EH SODQQHG� DQG 3ULYD� D OHDGLQJ 'XWFK FRPSDQ\� LV SURGXFLQJ WKH
ZRUOG
V EHVW JUHHQKRXVH HQYLURQPHQW FRQWURO V\VWHP DQG H[SRUWLQJ LW WR FRXQWULHV
DURXQG�WKH�ZRUOG�

7KH 8�6� LV DWWHPSWLQJ WR XVH QRW RQO\ ,R7 EXW DOVR QDQRWHFKQRORJ\ DQG URERW
WHFKQRORJ\ IRU DJULFXOWXUH LQ HDUQHVW� ,Q WKH FDVH RI *RRJOH� LW LV WU\LQJ WR GHYHORS DQ
DUWLILFLDO LQWHOOLJHQFH GHFLVLRQ VXSSRUW V\VWHP WHFKQRORJ\ WKDW KHOSV VSUHDG VHHGV�
IHUWLOL]HUV��DQG�SHVWLFLGHV�E\�FROOHFWLQJ�ELJ�GDWD�RQ�VRLO��PRLVWXUH��DQG�FURS�KHDOWK�

,Q -DSDQ� FRPSDQLHV VXFK DV ,%0� 1(&� )XMLWVX� DQG 177 SURYLGH YDULRXV VHUYLFHV
E\�LQFRUSRUDWLQJ�,&7�WHFKQRORJ\�LQWR�WKH�DJULFXOWXUDO�ILHOG�

([DPSOHV RI -DSDQ DUH ,%0
V DJULFXOWXUDO SURGXFW KLVWRU\ WUDFNLQJ VHUYLFH� 1(&
V
0�0�EDVHG JURZWK HQYLURQPHQW PRQLWRULQJ DQG ORJLVWLFV VHUYLFH� DQG )XMLWVX
V
DJULFXOWXUDO�PDQDJHPHQW�FORXG�VHUYLFH�V\VWHP�

,VUDHO LV D OHDGHU LQ PRQLWRULQJ WKH JURZLQJ HQYLURQPHQW DQG DXWRPDWLFDOO\
PHDVXUHV FURS JURZWK LQIRUPDWLRQ VXFK DV FURS VL]H� VWHP FKDQJH� DQG OHDI
WHPSHUDWXUH� DQG SUHGLFWV DFFXUDWH \LHOGV E\ DXWRPDWLFDOO\ DGMXVWLQJ ZDWHU VXSSO\
F\FOHV DQG ZDWHU VXSSO\� HVSHFLDOO\� WKH GHYHORSPHQW RI FURS VWUHVV VHQVRUV KDV
LQFUHDVHG�SURGXFWLRQ�E\�PRUH�WKDQ�����>�@

��� 3ODQWV

7KH FXUUHQW VWDWXV RI LQIORZ�RULHQWHG SODQWV LQ .RUHD DQG WKHLU JHQHUDWLYH
FKDUDFWHULVWLFV WKH GLVWULEXWLRQ RI RULJLQ RI ��� VSHFLHV RI LQIORZ�RULHQWHG SODQWV LV
VKRZQ LQ )LJXUH �� 7KHUH ZHUH �� VSHFLHV RI SODQWV QDWLYH WR 1RUWK DQG 6RXWK
$PHULFD� DFFRXQWLQJ IRU ����� RI WKH WRWDO� 1H[W� �� VSHFLHV RI SODQWV QDWLYH WR $IULFD
DQG $VLD HDFK DFFRXQWHG IRU ������ ,Q DGGLWLRQ� WKHUH ZHUH �� VSHFLHV RI SODQWV QDWLYH
WR 1RUWK $PHULFD DQG �� VSHFLHV LQ 6RXWK $PHULFD� �� VSHFLHV QDWLYH WR 1RUWK DQG
6RXWK $PHULFD� DFFRXQWLQJ IRU ����� RI WKH WRWDO� 7KHUHIRUH� WKRURXJK TXDUDQWLQH
VKRXOG EH FDUULHG RXW EHFDXVH VHHGV RI LPSRUWHG SODQWV DUH PRVW OLNHO\ WR EH PL[HG RU
DGKHUHG WR DJULFXOWXUDO SURGXFWV LPSRUWHG IURP 1RUWK DQG 6RXWK $PHULFD� $IULFD� DQG
$VLD� $QG WKHUH ZHUH QLQH VSHFLHV RI SODQWV QDWLYH WR WKH 0HGLWHUUDQHDQ FRDVW�
7KHUHIRUH� WKH QLQH VSHFLHV ZHUH GLVWULEXWHG RQ WKUHH FRQWLQHQWV� (XURSH� $IULFD� DQG
$VLD� ,W ZDV LQFOXGHG LQ WKH WRS ��� PDOLJQDQW ZHHGV GHVLJQDWHG E\ ,8&1 DQG ZDV
GHVLJQDWHG DV DQ LQWURGXFWRU\ SODQW LQ .RUHD� EXW VRPH RI WKHP DUH QDWLYH WR WURSLFDO
UHJLRQV� VR WKH\ FDQQRW VXUYLYH HYHQ LI WKH\ HQWHU .RUHD� $OWKRXJK LW LV MXGJHG WKDW
SODQWV RI WKLV LQIORZ VKRXOG EH H[FOXGHG� HYHQ LI VRPH WURSLFDO UHJLRQV DUH QDWLYH� -HMX
,VODQG KDV D WURSLFDO FOLPDWH GXH WR JOREDO ZDUPLQJ� VXJJHVWLQJ WKH SRVVLELOLW\ RI
VXUYLYDO�

� 6PDUW�)DUP�0DQDJHPHQW�6\VWHP�8VLQJ�+XPLGLW\�0HWHU

7KLV VHFWLRQ SUHVHQWV SULRU UHVHDUFK DQG WKH GLUHFWLRQ LQ ZKLFK %HDFRQ GHYLFHV DQG
VPDUW�GHYLFHV�FRQILJXUH�VPDUW�IDUP�V\VWHPV�WKURXJK��$33��DSSV�

����6\VWHP�&RQILJXUDWLRQ�'LDJUDP
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)LJ� ���6\VWHP�&RQILJXUDWLRQ�'LDJUDP

$IWHU FRQQHFWLQJ WKH %HDFRQ GHYLFH EXLOW LQWR WKH K\JURPHWHU DQG WKH VPDUW GHYLFH
�VPDUWSKRQH� WKURXJK WKH �$33� DSS� IDUP XVH LV SUHVHQWHG DW VWDUWXS� 8VHUV FDQ
FKRRVH SODQW W\SHV E\ SUHVHQWLQJ D OLVW RI SODQWV� UHJLVWHU SKRWRV DQG QDPHV� DQG ILQLVK
VHWWLQJ XS :L�)L DIWHU FRQQHFWLQJ WKH PRELOH GHYLFH DQG WKH KXPLGLW\ VHQVRU XVLQJ D
EHDFRQ LQ WKH SURFHVV RI DGGLQJ WKHP� )RU IDUPV� KHOS FRQQHFW WKH IDUP GHYLFH WR WKH
VHQVRU�
7KH�K\JURPHWHU�VHWWLQJV�DUH�DV�IROORZV�

���
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)LJ���� 7KH�K\JURPHWHU�VHWWLQJV

��� $33�,QWHUQDO

)LJ������GHYLFH 6FUHHQ

$IWHU�FRQQHFWLQJ�WKH�SHUVRQDO�GHYLFH�DQG�WKH�K\JURPHWHU�WKURXJK�$33��IUXLWV�
YHJHWDEOHV��DQG�IUXLWV�DUH�SUHVHQWHG��DQG�ZKHQ�WKH�XVHU�VHOHFWV�IUXLWV��WKH�IUXLW�W\SH�LV
SUHVHQWHG��DQG�HYHQ�LI�WKH�YHJHWDEOHV�DUH�VHOHFWHG��WKH�YHJHWDEOH�W\SH�LV�SUHVHQWHG�
:KHQ�WKH�XVHU�VHOHFWV�WKH�W\SH�RI�IUXLW�RU�YHJHWDEOH��VHW�WKH�DSSURSULDWH�KXPLGLW\�RQ
WKH�K\JURPHWHU
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7KHUH�LV�D�
IDUP�W\SH
�LQVWDOODWLRQ�PHWKRG�VR�WKDW�WKH�KXPLGLW\�FRQWUROOHU�FDQ�EH
DSSOLHG�LQ�YDULRXV�SODFHV�
�� &RQFOXVLRQ

,Q�WKLV�SDSHU��ZH�OLPLWHG�WKH�KXPLGLW\�PHDVXUHPHQW�V\VWHP�XVLQJ�VRLO�KXPLGLW\
VHQVRUV�WKDW�VHFXUH�WKH�OLPLWDWLRQV�RI�SODQW�W\SHV�DSSOLHG�WR�H[LVWLQJ�VPDUW�IDUPV�DQG
LQFUHDVH�XWLOL]DWLRQ�DQG�HIILFLHQF\�LQ�VPDUW�IDUPV��7KH�V\VWHP�PD\�H[SDQG�WKH�VFRSH
RI�DSSOLFDWLRQ�RI�H[LVWLQJ�VPDUW�IDUPV�VXFK�DV�YDULRXV�W\SHV�RI�IORZHU�SRWV��YLQ\O
KRXVHV��DQG�RSHQ�ILHOGV�XVLQJ�YDULRXV�PDWHULDOV��$OVR��GXH�WR�JOREDO�ZDUPLQJ��IUXLW
SURGXFWLRQ�LQ�.RUHD�LV�FKDQJLQJ�OLWWOH�E\�OLWWOH�E\�OLWWOH��,W�FDQ�DOVR�EH�DSSOLHG�WR
WURSLFDO�IUXLWV�DQG�SODQWV�VXFK�DV�PDQJRHV�DQG�DSSOH�PDQJRHV��ZKLFK�DUH�WURSLFDO
IUXLWV�JURZQ�RQ�-HMX�,VODQG��VXJJHVWLQJ�KLJKHU�YLDELOLW\��%\�LPSOHPHQWLQJ�D�KXPLGLW\
PHWHU�XVLQJ�%HDFRQ�DQG�LPSOHPHQWLQJ�DQ��$33��DSS��LW�SUHVHQWV�D�GLUHFWLRQ�WR�JURZ
YDULRXV�W\SHV�RI�SODQWV�DQG�IUXLWV�EH\RQG�VPDUW�IDUPV��ZKHUH�WKH�W\SHV�RI�SODQWV�DUH
FXUUHQWO\�OLPLWHG�WR�YHJHWDEOHV�
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Abstract. The purpose of this paper was to study the contents of the work theo-
ry of the famous Korean ancient female writer Henan Seol-heon. When intro-
ducing classical works or classical poets to modern people, they are looking for 
content such as more fun and easier to receive, and storytelling. When referring 
to the keywords of classical literature and female poets, the name Henan Seol-
heon appears a lot. It needs to know the works of female poets who have a great 
position in classical literature. During the Joseon Dynasty, when Heo Nan-seol-
heon lived, most of the creators of literary works were male writers, claiming 
Confucian ideas. Due to Confucianism, women of that era were restricted in 
various fields such as status, recognition, freedom, and study. In this paper, we 
investigate the contents using the current works of Heo Nan-seol-heon and in-
vestigate the big direction of how to promote Heo Nan-seol-heon and how to 
proceed with the contents. In this era, almost everything is related to the data-
base, but classical works seem to be difficult to relate to the database. In addi-
tion, it seems that to achieve this, we must support technology on many levels. 
 
Keywords: Heo Nanseolheon, content using classical literature, works by Heo 
Nanseolheon. 

1 Introduction 

Heo Nan-seol-heon was a female poet, painter, writer, and government official in the 
mid-Joseon Period. In an era when women had no name, Henan Seol-heon made his 
own name. Her real name is Heo Cho-hee, and it is passed down as Heo Ok-hye. The 
pen name is Nan Seolheon, and the ruler is Gyeongbeon. Both fathers and children of 
Heo Nan-seol-heon's family were excellent in writing, and people in the world called 
Heo's five sentences (Heo-yeop, Heo-sung, Heo-bong, Heo Nan-seol-heon, and Heo 
Gyun), but considering the Confucian society at the time, they were relatively gener-
ous to women, and they were able to study Chinese characters. Figure 1 is the stand-
ard image of Henan Seol-heon. This painting was created by artist Son Yeon-chil in 
1997. The painting is now in the collection of the National Museum of Modern and 
Contemporary Art in Korea. 
When of Heo Nan-seol-heon was 8 years old, she was called a prodigy and famous 
among scholars after building the Gwanghanjeonbaek Okru Sangryangmun. At the 

���

mailto:munseon981011@naver.com1
mailto:yhnahn@khu.ac.kr2


2 

age of 15, she married Kim Seong-rip of Andong Kim's family. The people who in-
fluenced Heo Nan-seol-heon the most while learning writing was her brother Ha-gok 
and her teacher Son-gok. While learning poetry from Songok, Heo Nan-seol-heon 
even accepted it as his person. Songok's dissatisfaction, sense of defiance, arrogance, 
and rudeness in knowing the world would have been in line with Gyosan and 
Nanseolheon. Misfortunes are continuously encountered in Henan Seol-heon's family 
while her marriage is not smooth and her relationship with her mother-in-law is not 
good. Her father Heo Yeop died in 1580, and she had a son and a daughter as chil-
dren, both of whom died at a young age due to an epidemic. Henan Seol-heon says 
that she died in 1589 at the young age of 27 because her family declined in the mid-
dle, and her father, brother, and her children died one after another, and she was under 
a lot of pressure and stress from her mother-in-law. 
 

  
Fig. 1. Henan Seol-heon, the picture if from Namuwiki.com 

The 16th century was a time when Confucian ethics were strictly applied throughout 
politics, economy, and culture. At that time, a society in which people demanded 
strict moral ethics and closed allowed women to admire the unreal world and find 
desires that could not be solved in a fictional world. 
Although the period when Heo Nan-seol-heon lived was a period of great develop-
ment in the literary and artistic aspects, the political turmoil of the Joseon Dynasty 
was at that time. From the 15th century to the 17th century, data on women's songs in 
the early and mid-Joseon Periods are mainly concentrated on sijo, and the writers' 
class is also centered on the kisaeng class. In comparison, not only are there very few 
female writers in the upper class but there is also a problem with the credibility of the 
author. However, the literary activities of the female class were active in the late 
Joseon Dynasty, centering on the Gyubang lyrics 1) .In the late 16th century, especial-
ly during the reign of King Seonjo, the literary atmosphere was so strong that it was 
called "Mureungseongse," and Seongrihak had Hwang Jin-deok, Song Soon, Imje, 
Jeong Cheol, Park In-no, and Sinheum, Jang Yu, Lee Jeong-gu, Seo Yang Sa-eon, and 
Hanho 2). It can be said that the period when Heonnan Seolheon lived was the most 
prosperous period of Joseon literature. 
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2 Related works 

Until now, papers on poet Heo Nan-seol-heon can be largely divided into parts. 
First, the study of life and poetry in poets, i.e., work theory and writer theory, the 
second is the study of the poet's work and domestic and international poet's compari-
son, the third is the study of the problem of work belonging to works, the fourth is the 
study of translation problems of poetry by Heo Nan-seol-heon, and the fifth is the 
study of women's ideas in poet's works. 

There are only a few content and storytelling papers on Henan Seol-heon's work. 
The main contents are as follows. 

Lee Hyuk-jin and Shin Ae-kyung presented A Study on the Directions of Utiliza-
tion for Cultural Tourism Contents of Gangneung City in Gangwon Province - Fo-
cused on Specific Historical Figures and Places- 3) Among the papers, Gangneung-si, 
Gangwon-do, was presented as a case area, and the direction of exploration and use of 
cultural tourism contents centered on geography, tourism resource status, and histori-
cal figures. In addition, the purpose was to promote Gangneung-si through historical 
figures such as Kim Si-seup, Sin Saimdang, Yulgok Yi-i, Heo Gyun and Heo Nan-
seol-heon of the Joseon Dynasty, and related places. 

In Kang Myung-\H
V�µ$�PHWKRG�RI�UHDOLW\�FRUUHVSRQGHQFH�DQG�VWRU\WHOOLQJ�RI�+HR��
1DQVHROKHRQ�DQG�<RRQ�+HHVRRQ�µ���,Q�SUHSDUDWLRQ�IRU�+HR�1DQ-seol-heon and Yoon 
Hee-soon, who are believed to have many things in common because they are mar-
ginalized and foreigners in the background of the times, especially local (Gangwon-
do), they reviewed their world view, self-response, and writing patterns, and even 
briefly promoted the storytelling as an appendix. 

In the thesis of Kim Hee-sook and Jang Woo-NZRQ
V�µ�$�6WXG\�RQ�WKH�&RQWHQW�DQG�
Composition of Digital Character Archive in Works and Subjects: Female Writers in 
WKH�PLG�RI�WKH�-RVHRQ�'\QDVW\���¶�7KH�SXUSRVH�RI�WKLV�VWXG\�ZDV�WR�H[SORUH�WKH�FRn-
tents and composition of works and subject-type digital character archives for the 
works of Shin Saimdang, Heo Nan-seol-heon, and Song Deok-bong among female 
writers in the mid-Joseon Dynasty. 

Park Yong-MDH
V� µ$� 6WXG\� RQ� WKH� ([WHQVLYHQHVV� RI� &XOWXUDO� &RQWHQWV� LQ�
+HUQDQVHXOKHQ�3RHWU\���¶�7KH�SDSHU�VWXdied the cultural background and storytelling 
method of the creation of the play "Dream Journey to the Peach Blossom" through the 
medium of Henan Seolheon, and the expansion of the poem into cultural contents. 

Shin Soo-\HRQ
V�µ$QDO\VLV�RI�VWRU\WHOOLQJ�HOHPents of the memorial spaces for Ko-
UHDQ�IHPDOH�DUWLVWV���¶�7KH� WKHVLV� IRFXVHG�RQ� WKH� IHPLQLVW�SHUVSHFWLYH��ZKLFK�KDV�Ue-
cently become a hot topic in the cultural world. Among them, Heo Nan-seol-heon's 
example was seen as a change in the perception of oppression imposed on women in 
history. 
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3 3 Contents related to the research and work of Henan Seol-
heon 

Looking at Korean domestic papers, the contents of alternative studies are shown 
in the following table for the study of Henan Seol-heon's works. Among the 
DBPIA.co.kr papers, it is written focusing on the results that come out by setting the 
keyword 'Henan Seol-heon'. 

Table 1. Previous research papers related to Henan Seol-heon 

Number Year author and thesis name Major Research Direc-
tions 

1 2021 LIM MIJUNG, Reconsideration on 
the Materials of Heo 1DQVHROKHRQ¶V�
Poems 

complementary work 

2 2021 Lee Cheol-hui, A critical investiga-
tion into the authorship of two pros-
es in Nanseolheonsijip, allegedly 
written by Heo Nanseolheon 

the question of quiet-
ing one's work 

3 2018 Jeong Soyeon, Diglossia of Litera-
ture in the Middle Ages and Litera-
cy Education: -Hwang Jini and Heo 
Nanseolheon in the 16th century- 

a contrast study 

4 2017 Yunhyeji, The Depressed Mood in 
Poetry by Female Writers from 
Ancient Korea and China - focusing 
on Huh-Nanseolhun and Wang-
Fengxian 

a contrast study 

5 2017 Yun Inhuyn, +HRQDQVHROKHRQ¶V�
Consciousness through her Chinese 
Poems 

the theory of works 

6 2016 Lee, Hwa-hyung , A Study on the 
&RQVFLRXVQHVV�RI�³6XEMHFW�DQG�/Lb-
HUW\´� LQ� +XK1DQVHRO+HRQ¶V� /LIH�
and Literature 

the theory of works 

7 2016 Park Hyun Kyu , Study on the Se-
lected Edition of Heo 
1DQVHROKHRQ¶V�1DQVHRO�VLKDQ�&Rm-
piled by Heo Gyun in 1597 

the problem of ripen-
ing/distribution 

8 2016 Kang-myeonghye , Heo 
1DQVHROKHRQ¶V� <RXVXQ Poems and 
WKH� 3RHPV¶� &RORU� $HVWKHWLFV� - Fo-
cusing on Comparing Characteris-
tics Color aesthetic, with other 
Youson poems, China and Joseon 
dynasty 

a work theo-
ry/comparative study 
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9 2015 Yu Yukrye ,A Study on 
Nanseolheon Heo Romantic Love 
and Yearning Feeling Poems 

the theory of works 

10 2015 Han Seonggeum , Speculation on 
Chinese Poetry Written by Women 
from Noble Families in the 16th 
Century and the Expressive Aspects 
Used - Chinese Poetry by Song 
Duk-Bong and Huh Nanseolhun- 

Comparative Research 
& Theory of Works 

11 2014 Son Aenghwa , The study of Unfor-
tunate consciousness that appears in 
Yuseonsa by Heonanseolheon - On 
the basis of poetic-word statistics 
and analysis 

the theory of works 

12 2014 Kang Minkyoung,  The study on the 
time images in Yusun literature of 
Heonanseolheon 

the theory of works 

13 2030 Yi  Dongha, Fictionalization of the 
Noble Women's Life during the 
Chosun Dynasty 

writer's theory 

14 1990 Lee Sanglan, A Comparative Study 
of HuLansulhun and Emily Dickin-
son -A Long Night Journey to the 
³0RWKHU¶V�VSDFH´- 

comparative study 

15 1980 Jangjin, A Study on Heo Nan-seol-
heon's poems 

The Theory of Writers 
and Works 

 
In the table above, we can see the research history of Heo Nan-seol-heon in Korea. 

Most of them write papers on writer theory, work theory, comparative research, and 
work acquisition problems. In addition, many books about Henan Seol-heon's works 
are now included in Korea. He always studies the works of Heo Nan-seol-heon, fo-
cusing on "Nansol-heon Poetry," which Heo Gyun, Heo Nan-seol-heon's younger 
brother, edited. "Nanseolheonsi" was edited by Heo Gyun in 1608 and contained 210 
poems in total. Until now, Heo Nan-seol-heon's content paintings have been produced 
in the form of dance, music drama, ballet, and musicals, but there are only a few 
works except for special performances related to the Pyeongchang-dong Mirror 
Olympics. The format used as the content is shown in the following table.  

 
Fig. 2.. Utilization of content by Heo Nan-seol-heon 

Time content/work  Content utilized 
2014.02.24 About the life and work of Heo 

Nanseolheon 
documentary dra-
ma/Gangneung MBC 

2016.08.20 The works "Kyuwon" and 
"Gamwoo" 

Chamjak Dance (Gangneung 
Wonju University, Haerang 
Cultural Center) 

2016.12.23 About the life and work of Heo Music Drama (Gangneung 
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Nanseolheon Wonju University, Haerang 
Cultural Center) 

2017.05.05 "Gamwoo", "Dream Journey to 
the Peach Blossom Land" 

Ballet (CJ Towol Theater, 
Arts Center) 

2018 
PyeongChang 
Winter Olym-
pics 

About the life and work of Heo 
Nanseolheon 

special performance 

- "Dream Journey to the Peach 
Blossom Land" 

Musical 

- - Heo Gyun and Heo 
Nanseolheon Memorial Hall 
(Gangneung) 

 

  
Fig. 2. MBC documentary drama "Henan Seol-heon". Koo Hye-sun, a picture that appeared in 
an article titled "The 24th Broadcast," which released a still of the documentary drama "Heonan 
Seol-heon." 

Figure 2 is in 2014, actress Koo Hye-sun filmed, made, and acted in the MBC doc-
umentary drama "Henan Seol-heon". Heo Nan-seol-heon, played by actress Koo Hye-
sun in 2014, is a female literary scholar who is easier and more understood by the 
public. If you watch the video rather than the book, you can learn about Heo Nan-
seol-heon's life more simply and interestingly. 

 

  
Fig. 3. "Heonan Seolheon's Musical poster by Naver.com 
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Figure 3 shows poster of a musical play about Henan Seol-heon. In this format, it 
is introduced to the public by Henan Seol-heon. Since the number of spectators is also 
large, the method of combining classical and contemporary content through this can 
say a successful word. 

 

  
Fig. 4. µ+HRQDQ�6HROKHRQ¶�0HPRULDO�+DOO�LPDJe picture by Naver.com 
 
Figure 4 is Ballet created by Heo Nan-seol-heon, using "Gamwoo" and "Dream 

Journey to the Peach Blossom Land". Kang Hyo-hyung will present 55-minute works 
under the themes of Heo Nan-seol-heon's poems "Gamwoo" and "Mongyu 
Gwangsangshansi." In the first half, he expressed Henan Seol-heon's warm and happy 
time through "Gamwoo," and in the second half, he expressed his painful and sad later 
life through "Mongyu Gwangsangshansi." 

Heo Nan-seol-heon's life can be largely divided into two parts. The first half was 
when she was at home, and the days before the breakup were favored by her family, 
and unlike the women of the time, she was a woman from a prestigious family who 
could learn letters or literature. Before marriage, Heo Nan-seol-heon was a girl who 
lived without any worries. On the other hand, Heo Nan-seol-heon's poetry changed 
greatly due to her unhappy life after marriage, conflicts with her husband, her son's 
early death, family misfortune, and these causes. 

4 Conclusion 

Only those who are interested in classical literature and scholars who have studied 
classical literature have read a lot. Most modern people are familiar with classical 
works. In addition, classical works are recorded in Chinese characters, not in Korean, 
and young people who use only Hangul today use longer to understand the works.  

Following the contents of Heo Nan-seol-heon's work mentioned in Chapter 3, it is 
possible to create various contents by re-interpreting and quoting the original work of 
Heo Nan-seol-heon and receiving them more easily from young people and foreign-
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ers. Classical literature works are easily received by modern people by mixing content 
or storytelling methods. It seems that it is the current trend to create more interesting 
content after using the media than reading the original text. Even if this is not easy to 
realize, the combination of classical literature and content, and the combination of 
classical literature and database can be said to be a future trend. 
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Abstract: With the rapid rise of rural e-commerce and the steady increase in 
the level of rural distribution demand, due to the weak rural logistics 
infrastructure and imperfect distribution infrastructure and distribution system, 
the traditional conditions of rural logistics and distribution include uneven 
resource allocation, information asymmetry, and enterprises. Inability to 
communicate with each other, lack of knowledge sharing network and other 
issues. The lack of system integration and distribution has led to problems such 
as low efficiency, high cost, and poor performance at the logistics end, which 
have not been effectively solved in rural areas for a long time. Based on the ant 
colony algorithm, this paper studies the organizational layout and optimization 
model of the agricultural logistics industry. This paper analyzes the cost of rural 
express logistics distribution, and analyzes the design goals and principles of 
the optimization model. The experimental results show that the scale of rural 
netizens and the rural Internet penetration rate have continued to increase in the 
past five years, reaching 293 million and 44.71% of the population and 
popularization respectively. With the rapid popularization of the Internet in rural 
areas, rural logistics products have high expectations and great potential. 

Keywords: Ant Colony Algorithm, Agricultural Logistics, Industrial 
Organization Layout, Optimization Model 

1 Introduction 

In the process of implementing the rural revitalization strategy, rural express logistics 
undertakes the important historical mission of activating the rural economy. With the 
rapid rise of rural e-commerce and the steady increase in the level of rural distribution 
demand, it has become a key link in the "connecting the past" in rural economic and 
social development. An important indicator to measure the quality of online shopping 
is the speed of logistics distribution, and the speed of logistics distribution is 
determined by the pros and cons of logistics route selection. A fast logistics route 
selection scheme can give customers a good shopping experience and reduce The 
overall cost of an e-commerce platform or my country's logistics and distribution [1-2]. 

In the relevant research, Tadi mentioned that logistics is the main means to 
effectively realize the flow of people, goods and information in the rural tourism 
supply chain (RTSC) and improve the competitiveness of tourism products [3]. 
Logistics provides material and non-material basis for rural tourism services. The 
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author analyzes the key issues and structures of RTSC, constructs the logistics 
structure of agritourism, and analyzes specific fields from the perspective of logistics 
processes, processes and activities. Vakhidov et al. proposed a model for calculating 
the braking parameters of transport and technical agricultural machinery equipped 
with ultra-low pressure wheels [4]. The difference between this model and the 
previous model is that its output parameter is not the braking efficiency, but the time 
difference between the front and rear axles locked. The results show that satisfying 
the advance locking condition of the front axle ensures the stability of the tractor 
movement during emergency braking, which has a positive impact on road traffic 
safety. 

The main purpose of this paper is to study the organizational layout and 
optimization model of the agricultural logistics industry based on the ant colony 
algorithm. This paper analyzes the cost of rural express logistics distribution, and 
analyzes the design goals and principles of the optimization model. In this paper, the 
ant colony algorithm is used to solve the VRP problem, and the parameters are set 
based on the current status of the system. The research is of great significance for 
improving the process of rural logistics. In practice, the rural logistics distribution 
model developed in this paper provides a model for the development of rural logistics 
distribution; the control measures obtained from the study have important reference 
value for promoting rural logistics and policy making. 

2 Design Research 

2.1 Analysis of The Cost of Rural Express Logistics Distribution 

(1) High transportation cost 
The rural express logistics infrastructure is weak, its transportation organization is 

unreasonable, the network layout and rural residents are widely distributed, and the 
number of express parcels in the same area is unstable, which leads to roundabout 
transportation, repeated transportation and empty vehicle transportation of delivery 
vehicles to the countryside. At the same time, the unloaded rate of delivery vehicles to 
the countryside is high, resulting in high transportation costs for express delivery to 
the countryside [5-6]. 

(2) High transit costs 
The rural distribution area is wide, but the rural express logistics distribution 

system is imperfect compared to the city, and a professional and stable distribution 
system has not been formed. Usually, it needs to go through multiple transfers to 
reach the terminal distribution network or agent. The operation leads to an increase in 
the transfer cost and the storage and transportation cost during the transfer process; 
and the problems such as the prolonged distribution time caused by this increase the 
time cost of distribution. 

(3) The delivery cost is high 
Due to the small and scattered demand for rural end distribution, the establishment 

of distribution outlets will increase the cost of outlet construction. In practice, most 
companies are unwilling and unable to set up rural distribution outlets, resulting in 
reduced “last mile” distribution efficiency in rural distribution; Or affected by other 
factors, it is often difficult to complete a one-time pickup, which leads to an increase 
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in the cost of secondary distribution. 
(4) High cost of operation and implementation 
Restricted by the objective environment in rural areas, the resources of rural 

express logistics and distribution are limited, the hardware foundation is poor, and the 
“poor, narrow, and weak” rural roads in remote areas lead to low road accessibility 
and high vehicle depreciation costs; To achieve interconnection, the phenomenon of 
waste of distribution resources is serious. 
2.2 Design Goals and Principles 

The design goal of this system is to improve the parts that do not conform to the 
business process based on the existing system functions of the distribution center. At 
the same time, an intelligent dispatching module is added to realize the system 
automatically dispatching vehicles and planning the distribution path, so as to provide 
the distribution center with the business process and operation. Simple information 
management, vehicle scheduling services [7-8]. 

In order to achieve the system goals, the system should follow the following 
principles when designing: 

(1) Security principle 
There is a large amount of enterprise internal information stored in the system, so 

information security is very important. The vehicle dispatching platform of the 
distribution center is used in the intranet of the enterprise, and the data transmission is 
also connected with the internal system of the enterprise, and the security is relatively 
strong. When the user logs in to the system and performs operations, the user's 
identity should be verified, and the user's password should be irreversibly encrypted, 
and the setting of multiple input wrong passwords to lock access should be activated 
to prevent software attacks that crack the password. The system administrator should 
clean up the user information of the resigned staff in a timely manner to prevent the 
information from being stolen. 

(2) The principle of reliability 
The system needs to work 24 hours a day to process orders from various 

e-commerce platforms at any time. If there is a failure, it can be recovered within 12 
hours, and the backup data can be used to ensure the normal operation of the system 
[9-10]. 

(3) The principle of scalability 
With the continuous improvement of the business scale, the business scale of the 

distribution company will also continue to expand. To meet business requirements at 
the same time, the design of the system should enable integration between small and 
functional units. 

(4) The principle of portability 
There are many urban distribution centers in logistics enterprises, and the system 

should be designed to be as universal as possible, so that the system can be used in 
local distribution centers after briefly modifying some parameters or adding or 
subtracting business modules. 

(5) The principle of ease of use 
The purpose of using the system is to improve work efficiency, and the vehicle 

dispatchers and managers faced by the system are usually not computer professionals. 
Therefore, the system needs to provide a user-friendly operation interface, minimize 
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manual operations, and facilitate learning and use [11-12]. 
2.3 Algorithm Operation Process 

The steps to solve the VRP problem using the ant colony algorithm are as follows: 
(1) Parameter initialization 
P� LV� WKH� QXPEHU� RI� LQVHFWV�� Į� LV� WKH� PDLQ� SKHURPRQH� IDFWRU�� ȕ� LV� WKH� KHXULVWLF�

DFWLYLW\��ȡ�LV�WKH�YDSRUL]HG�SKHURPRQH��4�LV�WKH�WRWDO�DPRXQW�of pheromone released, 
and n is the maximum number. 

(2) Constructing the solution space 
All insects are placed in a distribution center, and each insect selects the next 

distribution point for distribution based on the concentration of "pheromone". The 
calculation process is: 
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Where ɒ୧୨(t) is the pheromone concentration. At the beginning of the analysis, the 
pheromone concentration is the same between receptor sites, so assuming ɒ୧୨(0) = 0, 
is a set of receptors that do not transmit k, a heuristic function calculated by Equation 
(2). 
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The larger the number of heuristic activities, the higher the probability of insect 
selection until all insects have completed the delivery of all collection points and 
returned to the distribution center. 

(3) Update pheromone 
After the search is completed, the path length of each insect is calculated, the 

shortest path in the current iteration is recorded, and the pheromone concentration 
TAry(i,j) between each receiving point is updated according to formula (3): 
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ȟɒ୧୨୩  represents the pheromone concentration, k is the number of animals, and i, j 
are the receiving points. 

The calculation formula (4) of the antcyclesystem model is as follows: 

ȟɒ୧୨୩ ൜
Q/Length୧୨, The kth ant visits j from the receiving point i

0, other        (4) 
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(4) Judging termination conditions 
When the number of iterations reaches the preset maximum number of iterations, 

stop the work and obtain the optimal solution; otherwise, delete the insect path record 
and resume the second step. 

3 Experimental Study 

3.1 System Status Analysis and Parameter Setting 

Through investigation, it is found that the distribution center has a complete logistics 
information management system, and the informatization level is higher than the 
industry average. First, the existing system of the distribution center will be analyzed. If 
the system calls the algorithm proposed above for vehicle allocation, the following 
parameters are required: 

(1) Address number 
(2) The latitude and longitude coordinates of the delivery address 
(3) The total volume of goods to be delivered at the receiving point 
(4) Available fleets, number of available franchise vehicles and corresponding 

models 
However, during the investigation, it was found that the data management 

functions of the existing system have the following defects: 
(1) The address library is not fully utilized 
According to the survey, the system is embedded with a GIS system, which can 

automatically obtain the information of provinces, cities, districts, counties, and 
latitude and longitude of the receiving address and mark it on the map. However, in 
the actual car distribution process, the address database information is only used to 
divide the order area according to the administrative district and county where the 
delivery address is located, and the rest of the data is not fully utilized. 

(2) Special orders cannot be marked through the system 
In the process of allocating vehicles, the dispatcher is sometimes required to handle 

orders with special needs alone, but such orders cannot be identified by the system, 
and can only be obtained by the dispatcher recording the order number through 
manual inquiry, and corresponding processing. Therefore, the system cannot judge the 
order entering the automatic vehicle distribution process (normal order), and thus 
cannot calculate the total volume of the goods to be delivered at the corresponding 
receiving point. 

(3) The vehicle management is chaotic and the information is not updated in time 
The distribution center carrier is divided into two categories: fleet and franchised 

vehicles, but the system has loopholes in the management of the two. First of all, the 
basic information is incomplete, and the system cannot reflect the actual docking 
situation of the fleet and the franchised vehicles. Secondly, the system cannot reflect 
the real-time status of the vehicle, and cannot know through the system whether the 
participating vehicle is currently on the way or idle, and whether the fleet can 
undertake the delivery task. The above information is obtained by the dispatcher 
through offline inquiry. Therefore, the system cannot provide the available fleet, the 
number of available franchise vehicles and the corresponding model. 

The above problems all lead to the inability of the system to provide corresponding 
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parameters for automatic vehicle allocation, and are also the key problems to be 
solved in the following system analysis and design. 
3.2 Functional Module Requirements 

According to the business requirements and role analysis of the distribution center, the 
vehicle scheduling platform should include the following six functional modules, 
namely: login module, user management, static data management, order management, 
vehicle scheduling, and document management. The specific functional requirements 
are shown in the following figure 1: 

Vehicle dispatching platform
User 

management

login module

static data 
management

order 
management

vehicle 
scheduling
document 

management
 

Figure 1. The overall functional module requirements of the vehicle dispatching system 

(1) User management 
User management is mainly used to record and verify the identity of the system 

user, and the user needs to log in with the user name and password. The account 
number and initial password are uniformly assigned by the system administrator, and 
the user can change the password after logging in for the first time. 

(2) Static data management 
Static data management is mainly used to record data with high frequency and low 

update frequency in the system, including fleet information, franchise vehicle 
information and address database (for B2B business, customers are relatively fixed, so 
addresses are regarded as static data). The administrator can add, modify, delete and 
query the data of the joined car, fleet and address database. In order to ensure the 
stability of the system operation, the vehicle dispatcher can only query static data as 
required, and cannot perform other operations. 

(3) Order management 
The orders of the distribution center come from major e-commerce websites, which 

are uniformly processed by the order processing system and converted into standard 
formats and then directly imported into the vehicle dispatching platform. Therefore, 
there is no need to do anything with the generated order unless there are special 
circumstances. If there are special circumstances (such as expedited delivery, etc.), the 
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system administrator and the vehicle dispatcher can mark the order specially, and the 
dispatcher will arrange it separately when arranging the vehicle delivery. 

(4) Vehicle scheduling 
The vehicle dispatching module is the core of the whole platform and is only 

operated by the vehicle dispatcher. The vehicle dispatcher needs to manually allocate 
vehicles for the specially marked orders according to the original operation process. 
For ordinary orders, no redundant operations are required, and the platform 
automatically allocates the delivery vehicles according to the algorithm and issues the 
rush orders. After the order grab is over, the system will automatically generate a 
dispatch order, a delivery order and a delivery order, and the dispatcher can confirm 
and print it after confirming that it is correct. 

(5) Document management 
Document management is mainly used to record the execution of the order. After 

the driver completes the delivery work and returns the delivery order, the system will 
confirm it, forming a closed-loop operation. The dispatcher can query the carrier and 
delivery status of the order according to the document management. 
3.3 Non-Functional Requirements 

(1) Response speed requirements 
Since the distribution center has strict requirements on delivery timeliness, the 

response time of the system should be fast, and it should not take more than 10 
minutes from order input to completion of vehicle distribution. 

(2) Input and output requirements 
The system input mainly comes from two aspects, one is the order information 

entered by the order management system and the order grabbing result returned by the 
order grabbing system, and the other is the administrator and operator, which requires 
a system interface and a friendly input interface. 

The system output mainly includes printing documents, sending orders for 
grabbing orders and sending order distribution results to the WMS system, so the 
system needs to have a system interface and connect to a printing device. 

4 Experiment Analysis 

4.1 Characteristics of Rural Express Logistics and Distribution 

It is mainly reflected in the huge market potential and the booming of rural 
e-commerce. The following are the statistics on the scale and popularization of rural 
netizens in the past five years as shown in Table 1: 

Table 1. Statistics on the scale of rural netizens and the Internet penetration rate in the past five 
years 

years 1 2 3 4 5 
Scale of rural netizens (100 

million people) 2.11 2.27 2.55 2.71 2.93 

Internet penetration rate in rural 
areas (%) 36.10% 37.23% 39.54% 41.21% 44.71% 
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Figure 2. Analysis of the scale of rural netizens and the Internet penetration rate in the past five 

years 

Analysis of Figure 2 shows that the scale of rural netizens and the rural Internet 
penetration rate have continued to increase in the past five years, reaching 293 million 
and 44.71% of the population and popularization respectively; The use of retail, 
whether it is rural online retail sales and market share, is also increasing year by year, 
and rural logistics products have high expectations and great potential. 
4.2 Delivery Service Issues 

(1) Problems occur from time to time 
Due to the low level of specialization in the logistics distribution of rural express 

terminals and the uneven quality of human distribution, component problems often 
occur in the distribution of rural logistics terminals. The parcels of express parcels are 
damaged, the quantity of goods is in short supply or even lost. The percentage of 
problem pieces in the survey is as follows Table 2 and Figure 3 . 

Table 2. Proportion of problem parts of express shipments and statistics of complaint handling 
of problem parts 

 express problem attitude towards results 
problems and 

attitudes lost damaged none dissatisfied generally satisfy 

proportion 5.9% 26.2% 67.9% 33.7% 39.2% 26.1% 

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

35.00%

40.00%

45.00%

50.00%

0

0.5

1

1.5

2

2.5

3

3.5

1 2 3 4 5

Pr
op

or
tio

n 

N
um

be
r 

year 

Scale of rural netizens (100 million people)

Internet penetration rate in rural areas (%)

���



 
Figure 3. Analysis of the proportion of problem pieces of express shipments and the results of 

complaint handling of problem pieces 

Due to the large number of delivery links at the end of rural express logistics, 
ineffective transit links and long delivery time, it is difficult to divide the boundaries 
of responsibilities in the delivery process. Complaint handling issues with low 
satisfaction. 

5 Conclusions 

Rural express logistics is a concept of reduced regional logistics. Rural express 
logistics is to serve the vast number of rural residents in rural areas, including cargo 
handling, packaging, storage, sorting, distribution, delivery, distribution processing 
and information services. and a series of logistics activities to meet the fast demand of 
rural residents for the growing production and living materials. With the popularity of 
online shopping, more and more people choose to buy the goods they need online, but 
the speed of receiving the goods will directly affect the user's choice direction. The 
quality of the logistics path selection is an important factor in determining the delivery 
speed of the goods. How to establish an optimized logistics distribution route selection 
scheme is an important issue. 
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Abstract. To solve the incomplete remote monitoring status of equipments, 
video streaming is used to monitor the indicators of equipment in the front 
panel. With the help of image recognition technology, the working status of 
equipments can be automatically get. By using methods such as image 
binarization, grayscale processing, positioning and calculation, the status of the 
equipment indicators are analyzed. The corresponding working status of 
equipments is automatically determined to further improve the equipment status 
monitoring. The effectiveness of image recognition technology in equipment 
status monitoring is verified through practical tests in this paper. 

Keywords: Image Recognition, Statement Monitoring, Automatic, Video 

1 Introduction 

Due to the inadequate remote monitoring data of some devices, it is difficult for the 
managers to judge the working status of this device, which in turn affects the verdict on 
the working status of the whole system. Such problems occur from time to time, which 
is not conducive to the unattended demand of the machine room. Take a certain type of 
inverter as an example, its remote monitoring data does not show the working status of 
the equipment, but only provides the working parameter settings of the equipment. In 
case of equipment failure, it requires management personnel to dispose of it on site, 
which seriously affects the efficiency of problem disposal. However, the content of the 
panel indicator of the device is relatively rich, including information such as power 
indication, this vibration alarm, alarm storage, etc. From the field working status of the 
indicator of the device panel, you can basically judge the working status of the device 
quickly. If the panel indicator field work status, in the form of data communication to 
remote management personnel, can greatly enhance the system fault disposal 
efficiency. 

Given the richness of current video surveillance means and the development of 
target recognition technology based on video surveillance, its application to practical 
problems can improve the processing efficiency [1]. In this paper, we intend to use 
video surveillance to monitor the status of equipment panel instructions in real time, 
and then realize the remote monitoring function of the working status of some 
equipment through automated technologies such as image recognition and data 
processing. This helps to improve the efficiency of equipment management and to 
provide technical support for the realization of unmanned server rooms. 
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2 System Architecture 

The system is implemented by a combination of hardware and software. The status 
indicator information of the device panel is collected through a webcam and 
transmitted to the computer at the remote end. Then, through software programming, 
the recognition area of the captured image is cut out and processed as much as 
possible without missing key information. Then the status indicators in the cut image 
are segmented by edge recognition and other technologies, and the indicator working 
status library is established and the indicator status judgment threshold is calculated. 
Finally, the current working status of the device is determined by combining the status 
information of all indicators. The specific implementation architecture is shown in 
Figure 1. 

Webcam
Identify area 

cut
Image 

Segmentation
Status 

Identification Equipment 
Status 

DeterminationThreshold 
Judgment

 
Figure 1. Architecture of the system 

3 System Key Technology 

Based on image recognition technology, the equipment working panel status 
monitoring system needs to solve the technical problems of equipment panel area 
recognition and panel indicator area segmentation, indicator status recognition and 
equipment working status determination, and so on. 
3.1 Identification Area Determination 

By installing identification tags on the equipment identification area, it is easy to 
quickly determine the identification area[2-3]. For fixed video surveillance, the 
corresponding equipment panel is relatively fixed, so the recorded equipment working 
panel image is also fixed. That is, the relative position of the equipment panel in a 
monitoring picture is fixed. After the precise measurement of the acquired image, we 
can get the relatively accurate equipment working panel area, and remove the 
irrelevant area to improve the efficiency of subsequent image processing. 
3.2 Image Segmentation 

There are many indicators in the working panel of the equipment, so it is necessary to 
segment them according to the work requirements to improve the image calculation 
speed. Fortunately, the shape of the indicators of the equipment panel in this system is 
relatively regular, usually mainly round indicators, and the boundary of the area 
between indicators is relatively obvious. According to the rules and characteristics of 
image processing, this paper adopts the image segmentation method based on edge 
detection to realize the image segmentation of panel indicators [3-5]. 
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3.3 Image State Recognition 

The state of the device panel indicator is only bright and off, but its color distribution 
is richer, commonly used are red, green, yellow, white, orange, etc.. To accurately 
determine the state of the indicator, it is necessary to first determine the value of each 
color indicator in the current lighting situation in the off state as the reference value 1, 
and then take the value of each color indicator in the on state as the reference value 2, 
with the difference between the two reference values to determine the threshold 
value[6]. The subsequent judgment of the working status of all indicators is based on 
the judgment threshold determined by their respective positions. The basic algorithm 
is as follows: 

a. Determine the reference value of the indicator off state 1. For the N images 
acquired, calculate the mean values ri, gi, and bi for each indicator in the area R, G, 
and B channels that are off, and then calculate the mean values rm, gm, and bm for 
these three channels as the reference value 1. 

ri=mean(mean(alpha_r(pos_on)))                  (1) 

gi=mean(mean(alpha_g(pos_on)))                  (2) 

bi=mean(mean(alpha_b(pos_on)))                  (3) 

,݉݃,݉ݎ) ܾ݉) = ଵ
ே
σ  ேିଵ
௜ୀ଴ ,݅݃,݅ݎ) ܾ݅)                     (4) 

b. Determine the reference value for the indicator on state 2. for the N images 
acquired, calculate the mean values Ri, Gi, Bi for each indicator in the area R, G, B 
channels that are off, and then calculate the mean values Rm, Gm, Bm for these three 
channels as the reference value 2. since the calculation method is the same, this step 
can continue to use the four calculation formulas in the above step, only the 
distinction needs to be made for the off state indicator light value. 

c. Determine the judgment thresholds (Rt,Gt,Bt). The difficulty of this step is that 
each indicator due to color differences and the impact of various possible 
relationships at the scene, resulting in their respective judgment thresholds have a 
large difference, so in determining the threshold value, the need to have tolerance 
considerations. The respective calculated base value 1 and base value 2 can be used as 
the final qualitative judgment indicator by taking the median value of both for the 
judgment threshold. 

(R t, G t, B t)= mean ((rm, gm, bm),(Rm, Gm, Bm))        (5) 
d. The result is obtained by comparing the current state value with the judgment 

threshold. If the current value is greater than the judgment threshold, the indicator will 
be turned on, otherwise it will be turned off. 

(( , , ) (Rt,Gt,Bt)?1: 0)state R G B !                (6) 

3.4 Equipment Status Determination 

The determination of the operating status of the device requires a comprehensive 
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judgment combined with the operating status values of each indicator as described 
above. The basic working logic of the program is shown in Figure 2. 

Start

Input 
image

Area detection

Is on?
No

Lamp detection

Any changes?

Yes

No

Calculate output

Stop

Yes

 
Figure 2. Flow chart for determining the working status of the equipment 

After the program is started, it will ask for the input of the picture to be processed, 
and after the detection of the positioning of the relevant working area in the picture is 
completed, the recognition program is started to judge whether the equipment is 
already in working state[7-9]. If the result is judged to be true, it enters the monitoring 
stage of the equipment status indicator, focusing on whether there is any abnormality 
in each key status indicator, and then outputs the status determination result of the 
equipment in this way[10]. 

4 System Test 

Taking an inverter as an example, the site uses a webcam from Beiqingshitongwith an 
effective pixel of 3 million. By calculating the working indicator area of the device 
and then cutting the picture, the working area of the device panel indicator is obtained, 
as shown in Figure 3(a). As can be seen from the figure, the power indication, remote 
control and internal reference source indicators are green[9-10], while the local 
vibration alarm and alarm storage indicators are red, and the color of each indicator 
differs slightly due to its location, so it needs to be segmented. After using the edge 
detection method, the segmentation effect is shown in Figure 3(b). 

 
(a)              (b)               (c) 

Figure 3. (a)Working area map  (b)Splitting effect map (c)Test map 
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As Figure 3(a) is the device shutdown status indicator display, after taking the 
value of each indicator separately, we can get its respective base value 1. Similarly, 
take the value of each indicator after it is lit, and then calculate the respective base 
value 2, and then use it to calculate the judgment threshold. For example, if the 
"Benzene Alarm" indicator has a reference value of 55 and a reference value of 125, 
then the threshold value for determining its operating status is 90. 

When the test chart is shown in Figure 3(c), after processing and calculation, the 
system comes up with the current device status: the equipment is on and working 
normally.It is in line with the actual situation. 

5 Conclusions 

By using of image recognition technology, with the status recognition of the 
indicatorin front of equipment panel, the status of the equipment can be checked. It 
can help the management to effectively dispose of the equipment problems in a timely 
manner and improve the system operation and maintenance efficiency. The system 
employs frame-splitting processing of the video images captured by the webcam to 
cut the effective positions in the images in order to improve the efficiency of 
subsequent image processing. An edge detection algorithm is used to extract the 
position of each indicator, and then calculate the respective state value separately, 
compare it with the corresponding judgment threshold, and finally determine the 
working status of the device. The method has good generality and has a certain degree 
of generalization. Subsequently, the research on state monitoring in different 
environments and under different lighting influences should be enhanced to improve 
the applicability of the system. 
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Abstract. In order to maintain maritime safety, marine physical exploration 
plays an important role in it. For the specific application of marine physical 
detection, marine monitoring sensors are deployed in the extremely complex 
and variable marine environment to realize real-time monitoring of the ocean. 
Therefore, the combination of artificial intelligence technology is of great 
significance to the design and stability research of marine physical detection 
sensors. The purpose of this article is to study the stability of marine physical 
detection sensors based on artificial intelligence technology. This article 
introduces the functional modules and software system of the sensor, and 
analyzes the stored data of each sensor. This article tests the stability of the 
entire marine physical detection sensor, simulates the actual environment to 
measure temperature and electrode information, compares and analyzes the 
experimentally measured data, and draws a response conclusion. Experimental 
test results show that during 1-30 minutes, the temperature measured by the 
sensor fluctuates between 4.70031ć-4.69890ć, and the resolution of the 
temperature detection module can reach at least five decimal places. It can be 
seen that the performance of the sensor is stable, and the measurement accuracy 
basically meets the requirements of use. 

Keywords: Ocean Exploration, Seabed Observation Network, Sensor Stability, 
Artificial Intelligence 

1 Introduction 

Ocean development is inseparable from the development of ocean exploration 
technology [1-2]. The marine industry is rising day by day, and the research on marine 
physical exploration is also receiving more and more attention [3-4]. Among them, the 
ocean magnetotelluric method reflects the distribution of subsea media through 
electrical parameters, which can provide more valuable information [5-6]. However, 
the marine environment is complex and changeable, and the seawater has great 
interference to electromagnetic signals, making it more difficult to obtain valuable 
signals [7-8]. Therefore, it is of great significance to develop a high-performance 
marine physical detection sensor and complete its performance stability test. 

Regarding the research of ocean exploration, many scholars at home and abroad 
have conducted multi-directional and in-depth discussions on it. For example, Liu CH 
uses optical video image processing technology to intelligently identify and classify 
weak targets on the sea and non-ocean waves [9]; Bell K proposed a detection scheme 
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that combines coarse and fine detection of ship targets [10]; Wagner combines radar 
digital signal processing with machine learning to realize an efficient algorithm for 
exploring marine targets [11]. It can be seen that since the development of ocean 
exploration technology, the scientific development of its related technologies has been 
concerned by the majority of researchers. Therefore, this article combined with 
artificial intelligence technology is of great significance to the subject of marine 
physical detection sensor stability research. 

This article aims to study the stability of marine physical detection sensors based 
on artificial intelligence technology. This article first introduces the functional 
modules and software of the sensor, including the processing module, sensor module, 
positioning module and other hardware. Then the stability of the sensor is tested. The 
experimental test results verify that the sensor has stable performance, and the 
measurement accuracy basically meets the requirements of use. 

2 Stability of Marine Physical Detection Sensors Based on 
Artificial Intelligence Technology 

2.1 Marine Physical Detection Sensor Hardware and Functional Modules Based 
on Artificial Intelligence Technology 

(1) Processing module 
The processing module includes functions such as power management, distributed 

processing and storage. The power management optimizes the sensor node in design, 
extends its life cycle, and manages the power supply. The main controller of the 
processing module adopts the CC2531 processing chip, which has the characteristics 
of low power consumption. Distributed processing is the processing of data. When the 
collected data suddenly becomes larger or smaller, the data will be collected many 
times by itself, and then the average value will be taken. The function of storage is to 
save certain parameters and key data in the sensor node. 

(2) Sensor module 
The sensors in this study, whether they are analog sensors or digital sensors, can be 

connected to the node through a common interface. The design of the universal port is 
to design the analog interface, serial digital interface and parallel digital interface into 
a universal module in the interface [12]. 

1) Positioning module 
In marine physical exploration, the sensor will drift due to the interference of 

weather and natural factors. Therefore, the position of the sensor node must be known 
in advance during deployment, that is, the relative position of the sensor node is 
entered into the node or the ID number record of the node is translated into a valid 
position. This can effectively reduce the power consumption generated by the sensor 
node's own positioning, reduce the cost, and make the positioning accuracy more 
accurate. Therefore, in this module, the GPS/mobile base station is omitted. 

2) Power management 
The power supply mode of the sensor node is: a rechargeable lithium battery is 

combined with a solar battery. When the solar energy is sufficient, it will supply 
power to the sensor node and charge the lithium battery at the same time. When solar 
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power is insufficient, it is powered by a rechargeable battery. The power management 
in the processor reads the energy of the power module at intervals to determine the 
power status. This design method can effectively solve the problem of energy 
limitation, greatly extend the life cycle, reduce the frequency of manual maintenance, 
and save labor. 

3) Serial communication circuit 
Using RS485 transmission technology, the data is output from the serial port and 

transmitted to the deck via the ready-made RS232 to RS485 module, and then sent to 
the client software via the RS485 to RS232 module. 

(3) Scheme design of temperature detection module 
This design uses two-wire molybdenum resistors to form a Wheatstone bridge 

circuit. The voltage reference chip AD780 of this system is used as the power supply 
of the bridge, so that the current through the uranium resistor is not more than 1mA. 
The ADS1256 analog-to-digital converter is selected, which has the advantages of 
low noise, high resolution, high performance, high precision bits with built-in gain, 
and perfect self-correction and system correction functions. 

(4) Scheme design of in-depth inspection module 
The rated power supply current of the selected pressure sensor is 0.5~2mA, and the 

constant current of the designed constant current source is a typical value of 1.5mA. 
Because the pressure sensor has a built-in Wheatstone bridge, no additional circuit is 
required. The analog-to-digital converter is also used It is a high-precision 24-bit A/D 
analog-to-digital converter ADS1256. 

(5) Magnetic strength detection module 
The magnetic strength detection module mainly includes a constant voltage source 

circuit, a magnetoresistive sensor, and an A/D mode converter with built-in gain. The 
constant voltage source module and the analog-to-digital conversion circuit all use the 
same device model in the temperature and depth detection module. The resistance 
sensor is a three-axis magnetoresistive sensor, which can measure the parameters of 
geomagnetic intensity. 
2.2 Software Design 

(1) Data storage 
When data is stored, the experiment-related information and sensor voltage signal 

data transmitted from the acquisition module are respectively saved. The file format 
of the data stored in the SD card is TXT, and each file is named by time. Each time 
the file is opened for writing, the address pointer stays at the end of the last written 
file. Each write operation sequentially writes a 150-bit array, storing 60-bit GPS 
information, 48-bit attitude sensor data, 36-bit AD conversion data and 6 newline 
escape characters. 

(2) Data browsing 
The main function of this module is to read the files saved by the data storage 

module. Through the channel selection button, the data of different channels can be 
displayed in the waveform graph. At the same time, two cursors are set in the 
waveform graph. By dragging the two cursors to select the head value and the tail 
value as the selected interval, the waveform in the specified interval can be cut out to 
enlarge the display, and the relevant information of the waveform can be obtained, 
such as maximum, minimum, mean and variance. 
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(3) Magnetic sensor data processing 
The magnetic sensor has a zero adjustment resistance in each measurement 

direction. After power on, the AD differential channel is connected to the direct 
differential output of the magnetic sensor to set the zero adjustment, that is, it is 
considered that the magnetic field strength is zero in the current state, and the 
magnetic substance appears the change in the magnetic field caused by time is the 
measured value. Due to the working environment of the buoy, the energy detector is 
used to determine the threshold change for the Z axis and XY axis, and the change is 
recorded as 1, and the corresponding azimuth angle is calculated. At the same time, 
the vector sum is calculated to eliminate the energy change caused by its own rotation. 
The magnetic sensor data processing process occurs after the data is transmitted via 
the wireless transceiver module. 

(4) Vector hydrophone data processing 
The working principle of the vector hydrophone is that when a sound wave reaches 

the sensitive structure, the plastic cilia cylinder will vibrate and resonate with the 
acoustic signal, and the cilia cylinder will slightly swing in four directions, which in 
turn drives the cantilever beam below to deform. Due to the piezoelectric effect, the 
resistance value on the cantilever beam will also change, so that the underwater 
acoustic signal is converted into an electrical signal. 

This study selects the power spectrum analysis method to process the hydrophone 
data. The process is as follows: 

First perform Fourier transform on the signal, then square the modulus of the 
obtained amplitude spectrum, and then divide by the duration to estimate the power 
spectrum of the signal, as shown in formulas (1) and (2): 
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In the formula,  represents the time domain vector of the signal,  
represents the frequency domain of the signal, and  represents the power 
spectrum. 

3 Experimental Research Design 

3.1 Experimental Equipment and Environment 

Signal acquisition instrument: DAQ2010 multifunctional data acquisition card; 
Experimental environment: refrigerator 
3.2 Experimental Project 

(1) Experiment 1: Electrode sensitivity test 
In a normal temperature environment, keep the distance between the two electrodes 

constant, and pass signals with amplitudes of 5mV and 30mv into the water tank with 
a frequency of 1Hz. Use Ag/AgCl electrodes to detect this signal and display the 
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output result on an oscilloscope. This experiment uses two eDAQ potentiostats, one 
as a signal generator and the other as an oscilloscope. 

(2) Experiment 2: Temperature measurement and debugging experiment 
In the refrigerator constant temperature experiment environment, place the 

container full of water in the refrigerator for a whole day. After the water temperature 
is consistent with the temperature in the refrigerator, put the hardware circuit in the 
refrigerator, and then put the sensor in the water for temperature measurement 
experiment. After 30 minutes, take out the hardware circuit and record the collected 
data. 

4 Analysis of Experimental Results 

4.1 Sensor Electrode Stability 

Experiment 1 was performed 8 times. Table 1 shows the results of the signals detected 
by the electrodes in different signal amplitudes. It can be seen that the signals detected 
by the electrodes are relatively stable in the environment of 1Hz and 5mV; in the 
environment of 1Hz, 30mV, the signal detected by the electrode fluctuates up and 
down. 

Table 1. Electrode detection signal 

Experiment number 1Hz,5mV 1Hz,30mV 
1 150 198 
2 147 210 
3 149 225 
4 151 212 
5 150 200 
6 144 214 
7 149 229 
8 147 224 

 

Figure 1. Electrode detection signal 

It can be found from Figure 1 that due to the limitation of the test instrument, the 
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signal generated by the signal generator is interfered by the power frequency signal. 
Under the environment of 1Hz and 30mV, the signal detected by the electrode has a 
DC drift of 200mV. However, no matter the amplitude or phase, the detection signal 
has no distortion. Therefore, the sensor electrode proposed in this study can 
sensitively detect the strength of the signal, and can be used to detect the abundant 
electric field signals existing in seawater. 
4.2 Data Analysis of Temperature Measurement and Debugging 

In the second experiment, the unreasonable data generated by manual operation was 
eliminated, and the results are shown in Table 2: during 1-30 minutes, the temperature 
measured by the sensor fluctuates between 4.70031°C and 4.69890°C. The temperature 
data in Table 2 shows that the resolution of the temperature detection module can reach 
at least five decimal places, which meets the design requirements of the system. 

Table 2. Temperature data measured within 30 minutes ( 䉝) 

time temperature time temperature time temperature 
1 4.70031 11 4.69921 21 4.69899 
2 4.70054 12 4.69918 22 4.69904 
3 4.70054 13 4.69914 23 4.69910 
4 4.70056 14 4.69909 24 4.69921 
5 4.69983 15 4.69904 25 4.69842 
6 4.69951 16 4.69892 26 4.69947 
7 4.69924 17 4.69894 27 4.69951 
8 4.69930 18 4.69890 28 4.69964 
9 4.69914 19 4.69891 29 4.69971 

10 4.69920 20 4.69893 30 4.69997 

 
Figure 2. Temperature data measured within 30 minutes ( 䉝) 

It can be seen from Figure 2 that in the first ten minutes, the temperature data 
collected changes less than the curve, and the curve changes in a wave shape. This is 
affected by the working mechanism of the refrigerator, and its work is intermittent. 
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When the temperature reaches the set value, the refrigerator stops cooling. After that, 
the temperature in the refrigerator rises until the refrigeration work restarts. At the 
same time, due to the larger specific heat capacity of water, the temperature change of 
the water body is smaller. 

5 Conclusion 

With the development of artificial intelligence technology, sensor monitoring 
technology combined with artificial intelligence technology is a new driving force for 
the development of this field. Due to the unique characteristics of the marine 
environment, it is necessary to study marine physical detection sensors based on 
artificial intelligence technology suitable for the marine environment. Through 
research, this paper has completed the following tasks: introduced the functional 
modules and software system of the sensor, analyzed the stored data of each sensor; 
tested the stability of the entire ocean physical detection sensor, and verified the stable 
performance of the sensor. The characteristics and measurement accuracy also meet the 
requirements of use. 
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Abstract. Microorganism is an important part of geochemical cycle and plays 
an irreplaceable role in ecosystem. Optimization of microbial assay is very 
important. In this paper, genetic algorithm is used to optimize the microbial test. 
Using the operating mechanism of genetic algorithm, that is, imitating the basic 
laws of nature, carrying out natural selection and survival of the fittest, using 
this principle to treat the detection of microbial detection optimization. Through 
the natural selection and survival of the fittest, genetic algorithm weight 
adjustment, so as to achieve more accuracy of the test. By referring to the 
mathematical formulas (1) and (2) in Part 3 of this paper, the requirements of 
determining the definition of microbial detection can be achieved by initializing 
the population of microorganisms and analyzing the global convergence of the 
samples that meet the standards and do not meet the standards. This paper 
studies the knowledge of microbial test optimization system based on genetic 
algorithm, and describes the methods and principles of microbial test. The 
results show that the optimization effect of microbial test is improved 
significantly by the optimization system based on genetic algorithm. 

Keywords: Genetic Algorithm, Microbial Test, Test Optimization, 
Optimization System 

1 Introduction 

Because microorganisms are ubiquitous in the air, land and water, the inspection results 
of microorganisms not only represent the quality of the product itself, but also reflect 
the sanitary conditions of the product processing environment, the health of the 
processing personnel, the safety of the product transportation and the reasonable 
conditions of storage. In addition, microorganisms are highly adaptable and easily 
mutated, and sometimes the mutated individual will have biochemical reaction 
characteristics completely different from the original individual, so the qualitative test 
results are also very important. The optimization system of microbial test based on 
genetic algorithm is beneficial to the optimization treatment of microbial test. 

As for the research of genetic algorithm, many scholars at home and abroad have 
studied it. In foreign studies, Ortiz S proposed a genetic algorithm. Compared with 
existing path planning methods, the proposed path planning method has many 
advantages, combining sliding mode control with classical simultaneous localization 
and mapping (SLAM) method. This combination can overcome the bounded 
uncertainty problem in SLAM [1]. Et. Proposed a new fine-grained sentiment analysis 
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model combining convolutional neural network and random forest classifier. The 
continuous Word bag (CBOW) model is used for vectorizing text input. The most 
important features are extracted by convolutional neural network (CNN). The 
extracted features are used for emotion classification by random forest (RF) classifier 
[2]. Al-obaidi MA proposed an optimization framework based on species conservation 
genetic algorithm (SCGA) to optimize process design and operational parameters. In 
order to enable readers to have a deeper understanding of the process, the effects of 
membrane design parameters on xylenol retention rate, water recovery rate and 
specific energy consumption level under two different process conditions were 
studied [3]. 

In today's society, computer technology continues to develop rapidly, and 
computers have become necessary equipment for every scientific research institution. 
Many product inspection items are more or less began to introduce computer software 
to assist or replace manual operation[4-5]. However, manual operation is still used in 
the microbiological testing using the microbiological testing methods formulated by 
the Ministry of Health. The identification results are obtained through multi-step 
operation and the judgment results are compared with the manual standards. Of so 
result issue often time is long, return easy occurrence error, because this artificial 
judgement result begins to be challenged greatly. The optimization system of 
microbial test based on genetic algorithm promotes the efficiency and accuracy of 
microbial test. 

2 Design and Exploration of Microbial Test Optimization System 
on Account of Genetic Algorithm 

2.1 Genetic Algorithm 

Genetic algorithm is one of the important algorithms, whose basic principle is to imitate 
the basic laws of nature, natural selection and survival of the fittest, and optimize the 
algorithm through these two laws[6-7]. Genetic algorithm has good application in 
many fields, but the application requirement is very low. It is a very effective global 
optimization algorithm with good adaptability when solving fuzziness of data. 

The basic elements include genetic operation, coding mode, parameter selection 
and fitness function[8-9]. The basic solution process of this algorithm is as follows, 
refer to Figure 1: 

Genetic operations

Parameter selection

Fitness function

encoding

 
Figure 1. The basic building blocks of genetic algorithms 
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1) Genetic algorithm firstly transcodes data and performs binary codes, which are 
like gene fragments and constitute elements of genetic algorithm[10-11]. These 
elements are grouped into algorithmic populations by certain rules, and the process is 
like survival of the fittest. 

2) Perform genetic manipulation on these gene fragments 
3) To deal with the individual, using the selection strategy; 
4) After algorithm iteration, a population will be initialized, and the global optimal 

solution is formed at this time. 
When genetic algorithm performs iterative optimization, it must be modeled, which 

is a complex network model. In this paper, multiple analysis strategies are applied to 
the complex network model so that the inhomogeneity can be defined more 
accurately. 

Two classical network topology models were widely used in the early stage of 
complex network research, as follows: 

(a) (b)  
Figure 2. The basic building blocks of genetic algorithms 

1) As shown in Figure 2(a), in the network model, each node only establishes edge 
relation with its adjacent nodes, and each node has the same number of edge. 

2) As shown in Figure 2(b), in the network model, any two nodes have established 
edge relations, so this model is conducive to information exchange between nodes. 
2.2 Optimization System of Microbial Test Based on Genetic Algorithm 

Microbiological test optimization system, first of all, to conduct microbial test results 
analysis[12-13]. The management system needs to meet the laboratory requirements 
based on microbial testing methods. 

(1) User demand analysis 
The analysis and management system of microbial test results is mainly managed 

by the sample receiver or adoption personnel, the inspection personnel manage the 
sample test results, and other authorized personnel manage the test 
conclusions[14-15]. 

(2) Functional requirement analysis 
Microbial inspection conclusion need to analyze the test results can be, usually a 

sample need many steps of operation, and each step will get a result step by step, 
finally according to these results comprehensive analysis to determine the final 
conclusion step by step, so the microbial inspection conclusion analysis of the 
workload is bigger, the staff to come to the conclusion that often requires repeated 
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comparison standard Therefore, it is very important to make an analysis system of 
microbial test results to liberate labor force. 

(3) Feature requirement analysis 
A system with dual functions of analysis and management of inspection results is 

required. Especially for arbitration inspection institutions, it is very important to issue 
inspection conclusions quickly and accurately[16]. In addition, the data 
confidentiality of the inspection conclusion is very high, and the arbitration inspection 
generally requires more than 3 years to keep files. Once the data is leaked, it 
sometimes not only damages the interests of the prosecution, but even causes social 
chaos. For enterprises, microbial test data not only reflect the quality of products 
themselves, but also reflect the environmental quality of factories and warehouses, so 
it belongs to the category of trade secrets. Therefore, the data security of microbial 
test results analysis and management system is better. 

Microorganisms need to be tested before the test results can be obtained, and only 
after the test results are analyzed and judged can conclusions be obtained. The whole 
inspection process, result determination and data management must be carried out in 
accordance with laboratory regulations. According to the business process, the central 
laboratory adopts the management mode of sampling and separation. After the sample 
is registered and processed in the sample room, the sample taker takes it to the 
laboratory. After the samples are tested in the laboratory, the inspection personnel 
shall draw the inspection conclusion and form the inspection report, which shall be 
approved by the technical director, the laboratory director and the center leaders in 
turn and then form an official document to be sent to the person/institution being 
tested. 

3 Exploring The Effect of Optimization System for Microbial 
Testing on Account of Genetic Algorithm 

According to the analysis of functional requirements, the system is divided into five 
subsystems: system management, standard management, inspection results analysis 
and inspection conclusion management,as shown in Figure 3. 

System management 
subsystem

Standard management 
subsystem

Inspection result 
analysis subsystem

Conclusion Management 
subsystem

User 
management

System security 
Management

Optimization system of microbial test 
On account of genetic algorithm

 
Figure 3. The basic building blocks of genetic algorithms 

(1) System management subsystem 
The system management subsystem mainly manages the user information and the 
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database of the system to ensure the security of data. The system management 
subsystem mainly includes two functional modules: user management and system 
security management. 

ķ User Management 
User information is designed to add, delete, modify, permission Settings, in order 

to unified management of users. The user information is unified input by the system 
administrator, who takes the real name, sets the login password, sets the permissions 
according to the department, and the permissions are set according to the four 
subsystems. 

ĸ System security management 
The backup and recovery function of the existing database is designed to prevent 

the loss and damage of the database caused by human and non-human factors. 
(2) Standard management subsystem 
The standard management subsystem is mainly used to input product standards and 

provide judgment basis for analyzing test results. To ensure the authenticity and 
effectiveness of the input standard, it is operated by the inspection personnel. 
Standard management has designed the input, modification and deletion of standard 
information. Standard information mainly includes: standard name, standard number, 
internal control code, product category, standard value, release time, implementation 
time, status. 

(3) Test result analysis subsystem 
The inspection result analysis subsystem is mainly to analyze and judge the results 

obtained from the inspection of the sample input by the sample management system. 
Process: according to the management requirements of our center, the inspection 
personnel input the inspection results, and other personnel have no right to carry out 
this operation. 

(4) Test conclusion Management subsystem 
The inspection conclusion management subsystem mainly realizes the issue of 

inspection reports to the inspection results after analysis, and queries and prints 
related reports according to different requirements. At present, according to the 
common inquiry methods of our center, it can be divided into: inquiry by product 
category, inquiry by task source, inquiry by inspection item and inquiry by inspection 
conclusion. The report is printed in a fixed format according to the query mode. 

xz� is the population with a size of N, and the population fitness can be 
calculated according to Equation (1) : 
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It indicates that the algorithm has global convergence, where P (*) represents the 

probability of occurrence of event *, t represents the t-generation population, and 
means that the set is divided into H subsets. 
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4 Investigation and Analysis of Optimization System for 
Microbial Testing on Account of Genetic Algorithm 

This software chooses Windows XP as the design platform, uses Visual Basic 6.0 as the 
design language, and uses Microsoft SQL Server 2000 as the database. 

Test method: 
Database arbitrary CRUD operations and execution of their respective SQL queries. 

The database CRUD operation refers to: 
C: Create: Creates a user. 
R: Retrieve -- Performs the retrieve view operation. 
U: Update -- Updates database information. 
D: Delete: Deletes the database. 
Test results: 
Database main code is not empty; The outer code is equal to the corresponding 

main code or is null; The construction of data type, length and index is reasonable to 
meet the requirements of data and database integrity. All access methods and 
processes can operate as designed without data damage. 

As shown in Figure 4, the system test data is displayed in the system test checklist. 
The first row of The table contains Number and up to Standard, and The first column 
contains The test cases. The test case contains four kinds of data, namely, Design 
Total number of test case sets (DS), The Number of test case sets passed completely 
(NP), Number of failed test case sets (NF) and Set of test cases to be tested (SCB). 
The table means that the Design total number of test case sets (DS) is 205 times, and 
the number of test case sets passed (NP) is 189 times. The Number of failed test case 
sets (NF) is 16, and the Set of test cases to be tested (SCB) is 0. 

 
Figure 4. Test quantity chart 

As shown in Figure 4, In the figure, the Design Total number of test case sets (DS) 
and the number of fully passed test case sets (NP) were 205 times and 189 times, 
respectively, far exceeding the up to standard line. The test results show that the 
optimization system of microbial test based on genetic algorithm is very effective. 

The data show that the optimization system of microbial test based on genetic 
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algorithm has high performance in the optimization of microbial test. 

5 Conclusions 

This article through to the microbiological determine trival, fees, only a few expensive 
analysis instrument science problems were discussed, think development suitable for 
microbial detection methods formulated by the ministry of health of microbial test 
results analysis and management system to manage digital analysis and test results is 
necessary. This can not only reduce the working pressure of inspectors, but also can 
systematically manage the sample information and test results, but also can quickly, 
accurately and selectively query the test conclusion, can accelerate the pace of office 
automation center to a certain extent. The optimization system of microbial test based 
on genetic algorithm is beneficial to improve the efficiency and quality of microbial 
test. 
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Abstract. Virtual reality (VR) is changing the way we perceive and interact 
with various digital information, so that many scenes can place users in an ideal 
visual sensory environment through head mounted devices. In recent years, the 
research of VR in the field of ophthalmology is mainly reflected in clinical 
application and teaching. This paper analyzes the relevant research in the fields 
of vision training and amblyopia treatment, myopia prevention and control, eye 
adjustment and convergence function, strabismus diagnosis, ophthalmic surgery 
assistance and ophthalmic teaching, and introduces the application of VR 
technology in the field of Ophthalmology. 

Keywords: Virtual reality technology, Ophthalmology, Medical treatment, 
Amblyopia, Myopia. 

1 Introduction  

With the continuous development and progress of computer hardware and software, 
computer human-computer interaction interface technology based on computer image, 
multimedia and multi-sensor has also developed rapidly. VR and augmented reality 
(VR) technology are more and more applied and studied in the fields of entertainment, 
medical treatment, education and so on. With the innovation of technology, VR 
equipment has been paid more and more attention in the clinical and teaching fields of 
Ophthalmology. 

2 Overview of VR and Ophthalmology 

VR uses computer simulation to generate a virtual world in three-dimensional space, 
which provides users with visual and other sensory simulation, so that users seem to 
experience their environment and can observe things in three-dimensional space in real 
time and without restrictions. When the user moves the position, the computer can 
immediately carry out complex calculation and transmit the accurate three-dimensional 
world image back to make the user feel telepresence [1], as shown in Figure 1 

The three-dimensional display of VR is based on the principle of binocular parallax 
and realized by means of head mounted display equipment. From the perspective of 
technology, VR system has three basic characteristics: Immersion interaction 
conception. The details are as follows: (1) immersion: it means that the user is in a 
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completely virtual environment from the first perspective, rather than watching from 
the third perspective like other 3D display devices, so he has a stronger sense of scene; 
(2) Interactivity: it means that users can interact with the built virtual environment, 
such as performing surgical operations on a virtual human body; (3) Imaginative: with 
the help of those conventional unreachable or abstract scenes, users can be in any 
environment, so as to expand their vision and imagination. For example, viewing the 
anatomical structure of the eyeball from the inside of the eyeball, following the atrial 
flow to feel the aqueous circulation, and displaying the complex visual path from 
different angles [2]. 

VR technology can use head dynamic instrument, eye vision sensor, hand touch 
sensor and so on to generate feedback of simulated operation information in virtual 
space in real time, to improve the user's experience of the reality of three-dimensional 
space. 

 
Fig.1. VR and ophthalmology 

3 Application of VR in Ophthalmic Clinical Field 

3.1 Research in the Field of Myopia 

Previous studies found that watching VR stereo video can simulate far and near vision 
activities, so as to train ciliary muscle function and relieve ciliary muscle spasm, so as 
to alleviate visual fatigue and the progress of myopia. Ha et al. [3] found that wearing 
VR equipment for 30 minutes will briefly lead to the progression of myopia, but this 
effect can be completely recovered after 40 minutes. In recent years, it has been 
reported that VR equipment may be used to control myopia. Turnbull and Phillips [4] 
found that the diopter and binocular visual function (such as stereopsis and adjustment 
amplitude) of human eyes have no significant change after wearing VR equipment, 
while the choroidal thickness of human eyes will become thicker. Choroidal thickening 
may be related to myopic defocus, so it may delay the development of myopia. From 
the findings of basic research, in the animal model of myopia, hyperopia defocus can 
accelerate the development of myopia, and myopia defocus can slow down the 
development of myopia. At the same time, increasing outdoor activities can slow down 
the occurrence of myopia. For example, children can effectively slow down the 
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occurrence of myopia by moving for 3 hours under the light intensity of > 10000 
illuminance every day. For the reasons why outdoor sports can alleviate myopia, there 
are two aspects recognized internationally: one is that high-intensity light promotes 
dopamine secretion and then delays the development of myopia; Second, because 
high-intensity light can induce the pupil to shrink, and then increase the depth of field, 
so as to improve the visual blur, so as to delay the emergence of myopia. Therefore, in 
the next step, it is possible to better control the defocus of the surrounding retina 
through eye tracking technology, fixation point rendering technology and focal plane 
display technology in VR equipment, and then combined with VR equipment to control 
the brightness and spectral components, so as to control the progress of myopia, as 
shown in Figure 2. 

 
Fig 2. Application of VR in myopia 

3.2 Research in the Field Of Eye Regulation And Convergence (Divergence) 
Function 

At present, many scholars have proposed that when wearing VR equipment, the 
inconsistency between accommodation and convergence may lead to functional eye 
diseases such as visual fatigue, dry eye, transient accommodative strabismus, video 
terminal syndrome and so on. Mohamed Elias et al. [5] wore VR glasses to 34 young 
people. They measured the binocular adjustment force and convergence and divergence 
function before wearing and 30 minutes after wearing. They found that the use of VR 
equipment will lead to the advance of eye adjustment. At the same time, the ratio of 
accommodation convergence / accommodation (AC / a) will be reduced, and the 
binocular convergence and divergence function will be weakened. They also found that 
if VR equipment is used to see virtual close range for too long, it will lead to mild 
exotropia, As shown in Figure 3. Godinez et al. [6] compared and studied the different 
reactions of 20 young people (aged 18 ~ 24) to wearing VR equipment and traditional 
computer display. It was found that VR equipment would lead to the increase of Bo 
direction blur point (near and far vision) and the slight increase of accommodation 
amplitude in the examination of convergence and dispersion range, but the difference 
was not statistically significant. Yoon et al. [7] also found that after wearing VR 
equipment for 30 minutes, although the ocular diopter will not change, the never point 
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of convergence (NPC) and never point of accommodation (NPA) will increase. 
Although the impact of VR use on visual function is not clear, the impact on human eye 
adjustment function and convergence and dispersion function after wearing VR 
equipment is still an important direction of its safety detection in the future. 

 
Fig 3. Role of Vr In Ocular Accommodation and Dispersion 

3.3 Research in the Field of Strabismus 

Compared with amblyopia, VR is rarely used in strabismus research. In 2018, Thomsen 
et al. [8] found that after 6 months of training for 25 patients with intermittent exotropia 
(5 adults and 20 children), their strabismus degree decreased or disappeared, stereopsis 
was established, and there was no change in diopter degree. Miao et al. [9] found that 
VR equipment can better evaluate the degree of ocular strabismus, which is basically 
consistent with the diagnosis results of doctors and affirmed the accuracy and 
effectiveness of VR equipment by comparing the diagnosis of ocular strabismus of 17 
different patients (5 orthosis and 12 exotropia) by VR equipment and doctors.  

 
Fig 4. The role of VR in strabismus 

At the same time, the research of moon et al. [10] found that VR training can 
improve the clinical diagnosis skills of ophthalmologists for esotropia and exotropia 
in a short time, and affirmed the effectiveness and convenience of VR application, as 
shown in Figure 4. Therefore, VR equipment is expected to be applied to the auxiliary 
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diagnosis of strabismus in the future. 

4 The Role of Visual Rehabilitation Training in Children with 
Visual Impairment 

Visual impairment includes blindness and amblyopia. In the early stage of children's 
visual development, active and correct amblyopia treatment will produce good results. 
However, children in this period have poor cognitive ability, so it is difficult to 
cooperate with and adhere to the traditional therapy with monotonous and long training 
cycle. Therefore, in recent years, ophthalmologists have tried to find a new VR 
treatment method that can not only stimulate children's interest in training, but also 
improve the treatment effect. 
4.1 Amblyopia Treatment Based on VR 

VR technicians from the University of Nottingham and ophthalmologists from Queen's 
Medical Center have developed an interactive "binocular processing system" to 
provide interactive 3D games and videos for children with amblyopia. Research shows 
that the system can provide a relaxed and pleasant treatment method, which can enable 
children to obtain ideal curative effect in a short time. Chinese ophthalmologists have 
also made similar explorations and developed the "vision enhancement" system 
software, which integrates amblyopia treatment with virtual scenes, as shown in Figure 
5.  

 
Fig 5. Application of VR in amblyopia treatment 

The system adopts a variety of stimulation modes. On the one hand, it improves the 
visual acuity of amblyopia and makes up for the shortcomings of traditional therapy; 
On the other hand, help children establish normal binocular visual function and 
promote their visual function and healthy development of body and mind. According 
to the clinical report of Mian Yao, the system software of "increasing visual energy" 
has the advantages of strong pertinence, easy operation, diversification, and children's 
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willingness to accept. Its training effect is better than that of traditional therapy, 
especially for ametropic amblyopia and mild amblyopia. When using the system 
software to treat amblyopia children of different ages, it is pointed out that children 
need to have certain hand eye coordination ability because they need to control the 
mouse by hand in the training process, Therefore, too young children are not suitable 
for using the system. In another study, they emphasized the early detection and 
treatment of amblyopia, and suggested that qualified families use the software for 
training as soon as possible. 
4.2 Research on the Types of Visual Function Defects Based on VR 

The traditional types of visual impairment are divided into three types: ametropic 
amblyopia, anisometropic amblyopia and strabismus amblyopia based on the 
examination of visual acuity chart, and are divided into three grades: mild, moderate, 
and severe. Using the "children's vision and intelligent VR database system based on 
perceptual learning", 323 children with amblyopia were examined for visual function 
defects. According to the types of visual information processing defects, amblyopia 
was divided into "low-level visual function defect", "high-noise visual function defect" 
and "high-level visual function defect", and a good distinction effect was obtained. 
When diagnosing amblyopia children, we should increase the evaluation of their visual 
status on the basis of measuring their visual acuity level with the traditional visual 
acuity chart, and take this as the basis for targeted treatment to repair their visual 
dysfunction, as shown in Figure 6. 

 
Fig 6. VR is used for visual function adjustment 

5 Research on VR in Ophthalmology Teaching 

Using VR technology to build a simulation system of normal human eye anatomical 
structure, the created image has both three-dimensional and realistic feeling. At the 
same time, it can also rotate, zoom in, zoom in, zoom out, etc., which can more 
intuitively observe the internal structure of the eyeball. At the same time, the research 
of Jin et al. [11] also pointed out that using VR technology can build various 
three-dimensional scenes, and then simulate the symptoms and signs of various 
ophthalmic diseases, such as visual blur, visual object deformation, visual field defect, 
etc., which is helpful to assist the teaching of students' ophthalmology courses. As 
long-term use of VR equipment may lead to visual fatigue, improving VR technology 
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and equipment to reduce students' visual fatigue after use is an important direction of 
development in the future. 

In the future, VR technology has a wide application prospect in the teaching of 
simulated ophthalmic diseases. It can also be used to establish a standardized patient 
database for ophthalmic teaching and assessment. The eye Si (vrmagic, Germany) 
surgical simulator is most used in ophthalmic surgery teaching. This simulator can 
simulate three-dimensional images in surgery under the microscope, simulate and 
train cataract and vitreous surgery. It has the advantages of simple and controllable 
use, high degree of simulation and reverse operation. It can significantly improve the 
technical level of ophthalmic inpatients in cataract surgery, especially capsulorhexis 
and anti-shaking, and has a significant correlation with the actual operation. The 
surgical simulation system can also support the training of vitreous surgery. Through 
this system, users can carry out basic intraocular micromanipulation training, such as 
vitrectomy, intraocular laser, posterior vitrectomy, stripping of internal limiting 
membrane and so on. Through training, surgical skills can be improved to varying 
degrees, but whether it can be successfully converted to real patient surgery remains 
to be further studied.  

6 Conclusions 

With the rapid development of modern medicine science and technology, more and 
more medical technology achievements benefit mankind. However, in the field of 
ophthalmic medicine education, students have some problems in the process of 
learning ophthalmic medicine, such as boring theoretical knowledge, shortage of 
experimental sites, unsatisfactory practical operation and so on. From the perspective 
of Ophthalmology, this paper studies the application of VR in the fields of vision 
training and amblyopia treatment, myopia prevention and control, eye regulation and 
convergence function, strabismus diagnosis, ophthalmic surgery assistance and 
ophthalmic teaching. At the same time, it expounds the advantages of VR technology in 
physics and cognition and puts forward suggestions on the application of VR 
technology in this field, so as to provide more references for the effective 
implementation of ophthalmic medical education. 
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Abstract. Cost management, with the information technology used frequently, 
is the most important link in the process of engineering construction. It is, 
however, no longer able to adapt to the trend of information technology 
development by using traditional work methods. The whole process cost 
focuses on the whole construction process and the overall interests of the 
project. BIM technology, as an electronic information modeling, provides an 
efficient information exchange platform, on which the cost management work 
can be connected at any stages in series with the result of repetitive work 
reduced and work efficiency increased. The improvement of work efficiency 
and way can be realized by applying the suitable BIM software to each stage of 
cost management can improve work efficiency. The paper studies specifically 
the integration of the whole process cost management on construction 
engineering. There is a commercial residential project in the case part in the use 
of relevant BIM software to realize the systematic collaborative management 
for the whole process of engineering cost. On the basis of the transfer of the 
cost data to the whole process of construction by using the BIM software, it 
concludes the route and method of the whole process cost management in the 
use of relevant software. 

Keywords: BIM Technology, Whole Process, Whole Process Cost 
Management  

1 Introduction  

With the increasingly development of the scale and the output value in recent years, the 
construction market has reached a high proportion of GDP in China, and even up to 12 
percent in 2021[1]. Nowadays, the development of new technologies is rapidly in all 
walks of life, so the construction technology has been updated and improved to a 
certain extent.  The efficiency on the construction technology, nevertheless, is still at 
low level, because of the properties of the products and the trend of industry 
development. There are problems in the work, including every link in the construction 
process fails to transmit information efficiently, and participants of the construction 
work fail to cooperate with each other, and the repetitive work is emerged at each stage. 
It will not only lead to low efficiency in the construction process, but also cause serious 
waste of resources[2].  

BIM technology is an effective way to improve the informatization of the 
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construction industry. It turns the construction process into a modern industrialized 
production model of an assembly line, in which BIM forms a digital production line 
with a powerful data in all related software and models through a shared work 
platform, upgrading the production process of construction products to a modern 
industrial-grade production model. At this stage, the cost management methods of 
construction engineering are neither able to adapt to the current trend of 
informatization development, nor to control construction investment effectively. The 
paper effectively integrates BIM technology into the cost management of all aspects 
of engineering construction based on a comprehensive and systematic analysis of the 
whole process engineering cost management and BIM technology [3]. 

2 Hole Process Cost Management of Construction Project  

The whole process cost management of construction engineering includes total cost 
management, whole lifecycle management, total factor cost management, and whole 
process cost management. The whole process cost management place emphasis on the 
work of the cost management which should be involved in advance. It runs through the 
whole range of construction engineering with the starting point of the construction 
engineering planning and decision-making stages to the end point of the completion[4]. 
2.1 Cost management in Each Stage  

First of all, the investor of the construction project needs to take such factors as the 
amount of capital to be invested, opportunity cost, and actual technical level into 
consideration so as to make a decision on the scale and usage of the project at the 
investment decision-making stage. Project cost management staff should grasp the 
investment of the project as a whole and prepare investment estimation [5]. 

The design stage is the key point for the actual formation of the project cost and the 
most effective control. At this stage, the design unit often calculates the project cost 
according to its proposed construction scheme or construction drawings. 

The project price calculated in the bidding stage is not only the basis for both 
parties to determine the contract price, but also the basis for settlement between both 
parties in the later stage [6]. 

The project construction stage is the central link in the whole project life cycle of 
the construction unit and the contractor. The contractor completes an actual building 
through the construction process, and most of the project investment will be spent at 
this stage. This stage is the formation process of the actual project cost[7]. 

The completion settlement of the project is the process in which both parties 
calculate all the completed construction products and pay the project price according 
to the specific provisions of the construction contract after the completion acceptance 
is qualified. The completion settlement received by the construction party is generally 
composed of the contract price plus or minus the adjustment amount recognized by 
Party A and Party B as well as the deduction of project progress payment and quality 
warranty deposit paid during the construction process [8]. 
2.2 Difficulties in the Implementation of the Whole Process Cost  
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(1) It is difficult to gather professionals to support the whole process cost management 
at the full stages of the construction process with the result of the small scale in the cost 
industry. 

(2) The key point of cost management focuses on the project pricing business. The 
quantity surveyors always take the measurement and valuation, rather than focusing 
on the value management of the entire life cycle of the construction project[9]. 

(3) There is the situation with slow update speed for the measurement and 
valuation basis is not fast enough in the whole process of cost management. There is 
insufficient amount of similar engineering cost data in the estimation and budgetary 
estimation stage. 

(4) At present, the work mode of most quantity surveyors is to take the 
measurement and valuation in the use of the project cost software and quota data set 
by government, which is apt to fail to be in accordance with the actual situation[10]. 

Firstly, on the basis of the combination of the above-mentioned difficulties in 
project cost management, the quantity surveyors need to use electronic information 
tools to improve the accuracy and efficiency of engineering measurement; secondly, 
the information platform should be built for idea exchanges between different 
professional staff at each stage to record and analyze the whole process cost data; 
finally, a record carrier of engineering cost data which is practical and reliable is 
needed to analyze and store the engineering cost data in a structured manner[11]. 

3 Bim technology is Applied in the Whole Process Cost to do Bim 
Fusion Analysis 

3.1 Investment Decision-making Stage  

The application of BIM includes initial modeling, model maintenance, cost estimation, 
etc. in the project planning stage. According to the existing data, the current 2D 
drawings are imported into software with BIM technology to build a 3D modeling. 
Generally speaking, it is the initial project modeling created the early stage. The 
investment estimation is taken in the use of the BIM technology with a powerful 
information statistics function based on this modeling. At this stage, relatively accurate 
engineering quantities can be obtained according to the model, and the further 
calculation can be taken on the installation costs of the building. At the same time, the 
project cost data can be used to weigh the pros and cons of different schemes, compare 
and optimize the schedule, so as to prepare and provide an important basis for project 
decision making. 
3.2 Design Stage  

In the past, the drawings were made by different designers with different majors such as 
civil engineering, water and electricity, and fire-fighting pipelines. Conflicts and 
collisions as well as size deviation is easy to occurs between different majors and 
different views of the same major. The designers, auditors and other parties are unable 
to completely find and correct the unreasonable points, even if they spend a lot of 
energy to check and compare the drawings. These conflicts are manifested in the 
construction process, which has caused great uncertainties to the cost management, 
even quality and safety of the project, and result in an increase in costs. When it comes 
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to the establishment of 3D models, the collaborative design of various professional 
designers, and the visual analysis of different professional components adopted in the 
process of the design, the conflicts caused by the drawings will be resolved in time, and 
the interactive check can reduce errors in the design. 

The various dimensional information provided by the BIM model will also 
simplify the calculation of the engineering quantity in the design stage. It can be 
directly calculated for the engineering quantity in the use of the BIM model. The data 
of each component in the model is related to the calculation process of the 
engineering quantity. When the components in the model are changed, the 
engineering quantity will also be updated, so that the engineering cost data can be 
updated in real time. In the design stage, the cost personnel can use the BIM 
technology to greatly shorten the time for calculating the project quantity, realize the 
rapid and accurate preparation of the project estimate, and can also discover some 
conflicting problems that were only discovered during the construction in advance, 
and reduce the later engineering changes. 
3.3 Tendering and Biding Stage  

For the tenderer, BIM can truly provide the engineering entity information required in 
the calculation of the engineering quantity to automate the calculation, improve the 
accuracy of the calculation, and allow the cost staff to change from repetitive 
calculation work to thinking and controlling the factors that affect the price of the 
project, a more scientific budget can be prepared. If bidders want to have their own 
bidding data, they need to introduce BIM to quickly calculate and fully store the 
consumption standards during the construction process. Through reuse or rapid 
establishment of 3D models, fast and accurate calculation of engineering quantities will 
no longer be a problem. In addition, the bidder can use the 3D design model to quickly 
locate the structural information of heavy and difficult areas, determine and adjust the 
construction plan according to the actual situation of the project, correctly evaluate the 
difficulty of the project, and make accurate quotations. 
3.4 Construction Stage 

The key point of construction units on costs management is the management of the 
project construction costs. The cost targets are mostly compared with the unit price and 
amount of the signed contract. Generally speaking, the post-event analysis is been 
taken. There is a lack of cost control in the process. The construction schedule only 
contains the size of the project and the completion time information, instead of 
changing the project plan and actual completion; most of the construction schedule of 
the project department is determined by the sophisticated construction management 
personnel. There will be deviations between the engineering quantity and the amount of 
labor, materials, and machinery resources calculated by the project manager and the 
actual value, with result of the increasing on the engineering cost in the actual 
construction process. It is usually more accurate for the construction schedule 
preparation completed by BIM technology. The time information is added to form a 4D 
model in the use of the 3D model of BIM. The resource consumption required by each 
construction process and construction node can be accurately calculated, and then cost 
information is added to form a 4D model. The 5D model of the project, using quota 
consumption data, etc., accurately calculates the number of labor and construction 
machinery required for each construction process. In order to prevent insufficient 
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resource input, it is feasible to add progress information, cost information, and 
construction organization information into the 3D model to calculate the consumption 
of people, materials, and machines for the entire project. 
3.5 Project Acceptance Stage 

The settlement data of the project can be obtained by collecting and arranging the 
project information and data during the design and construction of the construction 
project. Using BIM technology to collect the information of the building in a complete 
and structured manner, the completion and settlement of the project can be quickly 
counted. It can quickly compare and calculate with the contract price, and finally form 
an accurate settlement price. 

4 CASE 

We take a commercial real estate project as an example. According to the whole 
process cost management process, we adopt the bill of quantities valuation method to 
calculate the engineering cost of the civil works. In the process, BIMMAKE, a kind of 
Glodon modeling software, is used to establish BIM model, Glodon GTJ is used to 
calculate engineering quantity, Glodon cloud pricing platform (GCCP) is used to 
calculate list unit price and project cost, and Glodon BIM5D is used to take 
construction simulation. At first, Glodon BIM software is used to build a 3D model in 
this project. The established model is imported into the Glodon GTJ2018 to calculate 
the construction project volume. Next, the Glodon pricing platform is used to apply the 
list quota, so as to, on the one hand, avoid the data loss caused by the REVIT model in 
the process import procedure or the errors caused by manual copying of CAD 
drawings, on the other hand, it is, in a large extend, to reduce the workload of the cost 
engineers for modeling. 

Here are the specific work of in the use of BIM and related softwares to carry out 
the whole process cost management of the case project: at the planning stage, the total 
investment of the project should be estimated; at the design stage, it is mainly for the 
preparation of budget estimates; at the tendering and bidding stage, the bidding 
control price is prepared; in the mid-construction settlement, the engineering quantity 
calculation and engineering change control are carried out; in the completion 
settlement, the engineering quantity is calculated and the claim management is carried 
out; and finally the cost data, the extraction and preservation of the cost target are 
completed. 

In the investment decision-making stage, Glodon software is used for 3D modeling, 
on which the engineering volume is quickly calculated, and then the Glodon Index 
Network is used to query and check investment estimation indicators, which is 
quickly and accurately achieved on the investment estimation documents. This will 
greatly improve the accuracy of estimation and provide an accurate data source for 
subsequent cost management work. 

At the design stage, the exact engineering quantities should be calculated on the 
basis of the designed construction drawings, and the cost of the project should be 
calculated in the use of the current bill of quantities valuation specifications and local 
quotas. At this stage, BIM software can be used to perform some direct conflict 
checks of various disciplines. For example, when we check the collision of the 
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drainage pipes, it can be judged whether the engineering pipes collide with the frame 
beams; when it comes to every view, we would wonder and check that the 
discrepancies between the structural drawings and the architectural drawings. At the 
design stage, the mistakes in the drawings should be corrected as much as possible, so 
as to avoid the occurrence of rework and changes during the later construction, 
thereby avoiding the increase of the engineering cost. 

In the bidding stage, the tenderer needs to use the BIM model to quickly calculate 
the quantities when preparing the cost documents. The software has built-in list 
specifications to form a complete bill of quantities; the calculation rules of list and 
quota have been set. There is no need for cost personnel to remember the calculation 
rules. The software will automatically deduct according to the drawing of component 
elements and use them at the same time. The quantities of two calculation rules can be 
obtained from the same model; the software provides multiple engineering quantity 
codes, which can be combined and extracted freely; we can use the Glodon cloud 
pricing platform to calculate the unit price of the bill of quantities, take the fee, 
summarize and calculate the bidding control price. 

The bidder adopts the three-dimensional model provided by the tenderer to 
calculate the quantities faster and uses the pricing software to prepare the bidding 
price. The BIM model established by the bidder at this stage can be imported into 
Glodon BIM-5D software to prepare the schedule, and carry out engineering change 
cost, monthly settlement and quarterly settlement at the construction stage. 

The cost management to be carried out in the construction stage includes change 
management, process payment management and progress management. The premise 
of using Glodon's change software to record the design change is to have a model file 
approved by both Party A and Party B to draw the changed components on the basis. 
It is convenient to use the change software to see the increase or decrease of the 
changed parts. At present, the quantities of the general list are settled according to the 
facts, or the changed parts can be drawn directly. The actual quantities can be counted 
in the progress settlement or completion settlement. Process payment management 
and progress management can be realized through Glodon BIM-5D. During 
settlement, Party A and Party B shall calculate the actual quantities on time according 
to the comprehensive unit price or price adjustment method signed in the unit price 
contract. The calculation of quantities can use the three-dimensional model that has 
been used in the process to find differences. After modifying the components, you can 
update yourself and related quantities. With regard to the change of the 
comprehensive unit price in the list of quantities, the price of materials can be 
calculated by using Glodon Assistant to calculate the weighted average of the monthly 
information price or market price. The comprehensive unit price of the list can be 
calculated automatically by using the pricing software and then the settlement 
documents can be prepared according to the contract. 

In this process, the same three-dimensional model has been used for data flow, 
which can reduce the modeling time of cost personnel in each stage and avoid data 
loss and error caused by repeated modeling. 
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5 Conclusions 

This paper introduces BIM Technology to realize the whole process cost management 
of construction engineering, and mainly obtains the following research results: 

(1) Through qualitative analysis, it proves that BIM Technology has the 
characteristics of simulation and visualization, which can greatly improve the speed 
and accuracy of cost personnel in calculating quantities, shorten the time of 
calculating project cost and provide an effective and advanced working method for 
cost management. 

(2) Through quantitative analysis, the initial BIM model is established by using 
BIM make software, which transforms the traditional two-dimensional drawing into 
the three-dimensional physical drawing of what you see is what you get, 
strengthening the intuitiveness of the drawing and easy to understand and find design 
errors; the BIM calculation model is established by using Glodon GTJ2021, which 
realizes the rapid and accurate calculation of quantities and can correlate the design 
change with the calculation results of quantities in real time. After the change, the 
quantities can be calculated and counted quickly. 

(3) This paper analyzes the BIM software used in each stage of project construction 
and the use process, methods and important functions of the software, which provides 
practical experience for similar projects to use BIM Technology for cost management 
in the later stage. Using BIM Technology can greatly improve the efficiency and 
accuracy of cost management. 

From the perspective of cost management in the whole process of construction 
engineering, the application of BIM should focus on the overall construction process 
rather than just considering a certain stage. BIM model should be continuously 
transferred to the whole process of cost management in order to achieve the best use 
effect. 
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Abstract. Bridges play an irreplaceable role in the structure of modern 
transportation system and play an important pivotal role in the development of 
politics, economy and culture. In the development of bridge engineering, the 
modal parameter identification(MPI) of bridge structure is particularly 
important. Therefore, this paper studies and analyzes the MPI of bridge 
structure based on hybrid genetic algorithm(HGA). Firstly, the identification 
method of bridge structural modal parameters and the identification content of 
bridge construction parameters are briefly analyzed, and the HGA is proposed. 
It is analyzed that the HGA mainly plays the role of fitting and Optimization in 
the identification of bridge structural modal parameters; Finally, based on the 
monitoring project of a Provincial Railway temporary bridge, combined with 
the finite element theory analysis of ANSYS, the genetic algorithm is applied to 
MPI by combining signal filtering and random decrement method. The test 
results show that the minimum frequency error is 1.93%, the maximum error is 
9.33%, and the first three frequency errors are within 6%. When the genetic 
algorithm is applied to MPI, the modal order determination problem has a great 
impact on the results of parameter identification, The feasibility and 
effectiveness of HGA applied to bridge structure MPI are verified. 

Keywords: Hybrid Genetic Algorithm, Bridge Structure, Modal Parameters, 
Parameter Identification 

1 Introduction 

In the process of bridge construction, in addition to considering the influence of 
non-uniformity of materials on structural stress, climate humidity, temperature and 
other uncertain factors also need to be considered. In addition, the construction method 
adopted is generally multi process and multi-stage construction. With the progress of 
construction, these factors often make the displacement and internal force of each 
construction stage gradually deviate from the theoretical value. The parameters adopted 
in the design, such as the rigidity of the cradle, the dead weight of the structure, the 
modulus of elasticity of materials, the shrinkage and creep coefficient of concrete and 
the temporary construction load, will be different from those in the actual project, 
which will make the state of the actual structure in each construction stage different 
from the theoretical calculation. Therefore, the main parameters of the bridge structure 
should be calculated according to the measured data during the construction process, 
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and then the modified parameters should be fed back to the actual construction control 
calculation. In order to ensure the quality and safety of bridge construction, the 
identification of bridge parameters in the construction stage is indispensable. 

MPI of bridge structure based on HGA has been studied and analyzed by many 
scholars at home and abroad. Matsubaram proposed a method for identifying the 
parameters of passenger car tires based on the three-dimensional flexible ring model. 
This method can identify the modal parameters through experimental modal analysis, 
and compare the model parameters with the modal parameters by using the model 
calculation. The recalculated results using the model parameters show a good 
correlation with the experimental results [1]. Schfletr proposed a new off-line 
optimization method to solve the coverage path planning problem. For grid based 
environment representation, a new HGA is proposed, which uses turning start point 
and backtracking spiral algorithm for local search. The calculation results show that, 
compared with the traditional method, the path improvement rate of HGA is as high 
as 38.4%, and it has the same adaptability to different starting positions in the 
environment [2]. 

In this paper, a HGA is proposed by combining genetic algorithm with random 
decrement method and signal filtering. The MPI method based on HGA is discussed 
and analyzed. The performance of HGA (HGA) in avoiding the trap of local 
optimization and finding the global optimal solution is studied; How to identify the 
modal parameters of linear time invariant structural system by using the optimization 
function of genetic algorithm is discussed. The application of MPI based on HGA in 
engineering practice is discussed. Through the analysis of various analog signals and 
measured bridge signals, it is proved that the bridge structure MPI method based on 
hybrid algorithm proposed in this paper can process the bridge test signals in various 
environments and identify the bridge structure modal parameter information [3-4]. 

2 MPI of Bridge Structure 

2.1 Bridge Structure MPI Method 

Frequency domain method: most frequency domain identification methods are based 
on fast Fourier transform. They have the advantages of mature theory, simple 
operation, fast identification speed and high identification accuracy. However, due to 
its limited frequency resolution, it is not enough to decouple the dense modes. The 
principle that the structural frequency response function has a maximum value at the 
natural frequency is used to identify the natural frequency. This method does not need 
to set parameters, and has the advantages of convenient operation and fast recognition 
speed. However, the dense modes cannot be decoupled, and the mode shapes cannot be 
obtained directly. Instead, the working deflection line shape is used to approximately 
replace the mode shapes [5]. 

Frequency domain decomposition method: the frequency domain decomposition 
method is an extension of the peak picking method. This method has certain anti noise 
ability and high identification accuracy, but its decoupling ability of low-frequency 
dense modes is still not high. 

Polynomial fitting method: polynomial fitting method generally carries out 
high-order polynomial fitting for each frequency response function, and then uses 
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some form of averaging to obtain the overall modal parameters of the structure. But 
this method is easy to lead to ill conditioned matrix, and can not get high-precision 
fitting. In order to solve this problem, an orthogonal polynomial fitting method is 
proposed to improve the accuracy of modal identification. 

Time domain method: the time domain method directly uses the system response 
time history signal to identify the modal parameters, and does not need to use Fourier 
transform to transform the signal into the frequency domain for analysis. Therefore, 
there is no problem of frequency resolution. However, the time domain method is 
difficult to determine the system order, sensitive to noise and prone to false modes. 
The time domain method uses the response data obtained by the random decrement 
method or the natural excitation technique to establish the mathematical model of the 
characteristic matrix equation, and uses the relationship between the system modal 
frequency, modal damping and the eigenvalue of the characteristic matrix to solve the 
modal parameters. 

The random decrement method eliminates the structural response caused by 
random load through the sample averaging method, so as to convert the random 
response signal into a free attenuation signal [6]. The natural excitation technology 
uses the cross-correlation function of the response signals of two arbitrary measuring 
points on the structure to have a similar mathematical expression with the impulse 
response function under impulse excitation, so the cross-correlation function is used 
to replace the impulse response function. 

Random subspace method: the random subspace identification method is a 
completely data-driven parameter identification algorithm. It does not need to obtain 
the free attenuation signal or impulse response function of the structure through 
random decrement method and natural excitation technology, and has certain 
anti-interference ability to noise. Stochastic subspace algorithm has been widely used 
in engineering because of its clear concept, perfect theory and easy programming. 
Generally, the stability diagram method or singular value entropy method is used to 
judge the system order, and the stability diagram method can also help eliminate false 
modes and improve the identification accuracy [7-8]. 

Time frequency domain method: since both frequency domain method and time 
domain method assume that the test process is a stationary random process, it cannot 
meet the requirements of non-stationary signal and time-varying system parameter 
identification. Modern time-frequency analysis methods provide a means to analyze 
non-stationary signals. In addition, these methods also have excellent low-frequency 
dense mode decoupling ability, which is of great significance to practical projects, 
especially long-span bridge structures. 

Wavelet transform method: the basic process of the wavelet transform 
identification method of modal parameters based on environmental excitation is as 
follows: firstly, the random decrement method or natural excitation technology is used 
to preprocess the structural response under environmental excitation to obtain the free 
attenuation signal or impulse response function; Then the wavelet base is constructed 
by using the appropriate mother wavelet, and the processed signal is transformed by 
wavelet to obtain the time-frequency distribution of wavelet coefficients, on which 
the wavelet ridge is extracted; Finally, the modal parameters of the structure are 
extracted from the wavelet coefficients of the wavelet ridge. This method has 
excellent anti noise ability, low-frequency dense mode decoupling ability and analysis 
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ability for non-stationary signals [9]. However, this method still needs to be further 
improved, such as the extraction of wavelet ridge, the elimination of endpoint effect 
and the design of optimal wavelet basis function. 
2.2 Parameter Identification During Bridge Construction 

Parameter identification content: parameter identification is to first determine the 
bridge structural parameters that have a great impact on the bridge response, then based 
on the error between the measured response data and the theoretical calculation data, 
and finally feed back the actual structural parameters to the construction control 
calculation, so as to timely adjust the theoretical values required for the bridge 
construction in the next stage. For the identification of bridge structural parameters, the 
main structural parameters causing the structural state deviation must be determined by 
some analysis method, and then the appropriate parameter identification theory or 
method should be used to identify the structural parameters [10]. For the general bridge 
structure, the main structural parameters refer to the factors that can significantly cause 
the change of the bridge structure state. 

MPI of vertical Bridge 
Signal processing: through the preliminary analysis of the test data, it can be seen 

that the vertical sensors arranged at the north side span of the bridge have failed, the 
test results are not ideal, and the test data are unavailable. The data collected by the 
vertical sensors at other positions are ideal, which can be used for the analysis and 
calculation of MPI. Due to the large span of the main span, the vibration amplitude 
under environmental excitation is large, and the sensor has obvious perception of 
vibration, so the reliability of the collected vibration data is high. For the long-span 
bridge constructed by phased cantilever, the numerical analysis and construction 
control during construction play an irreplaceable role in the smooth construction, and 
the parameter identification is the difficulty and focus of numerical analysis and 
construction control [11]. The parameter identification in the bridge construction stage 
is to first analyze the main parameters that have a great impact on the bridge structure 
state through the parameter sensitivity analysis, and then use certain methods to 
estimate the error between the actual parameters and the theoretical parameters 
according to the error between the measured data and the theoretical data during the 
bridge construction, so as to identify the bridge parameters in the actual construction 
state, and use the identified parameters to guide the subsequent construction stage, 
Finally, the bridge completion state of the structure is consistent with the ideal bridge 
completion state [12]. 

3 Frequency Domain MPI based on HGA 

As a new optimization method, HGA (HGA) is attractive for its excellent 
computational performance and remarkable application effect. The combination of 
genetic algorithm and computer technology has created a new research field, and 
constantly infiltrated into other fields to give full play to its excellent performance. 

HGA (HGA) mainly plays the role of fitting and Optimization in MPI of bridge 
structures. The vibration of the multi degree of freedom system is assumed to be the 
superposition of multiple impulse responses. Through the random decrement 
technology and signal filtering technology, the free attenuation signal is fitted with the 
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determined impulse response function. When the signal contains fewer frequency 
components, the easier the fitting optimization is and the more accurate the result is. 
Therefore, before using the HGA, filtering the high-frequency noise components in 
the signal can effectively improve the accuracy of the recognition results. At the same 
time, when using HGA, the setting of parameters plays an important role in the 
accuracy of the results. 

Because the solution obtained by HGA always makes the objective function tend to 
the minimum value when optimizing problems, it is necessary to transform the 
objective function when using this algorithm. The frequency response function model 
of the structural system is: 
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JMax is a known quantity set before identification to ensure j>0. 

4 MPI of Bridge Structure based on HGA 

Based on the monitoring project of a Provincial Railway temporary bridge, this paper 
studies the application of MPI based on HGA in engineering. Through the detailed 
project overview, the risks existing in the project construction are understood, which 
reflects the necessity of monitoring. Through the improvement of time domain MPI 
method based on modal decomposition, the identification method suitable for 
engineering practice is obtained, so as to improve the accuracy of identification results. 

In order to monitor and evaluate the health status of the bridge during its operation, 
a health monitoring system was designed during the construction of the bridge. A 
variety of sensors were installed at the main positions of the bridge girder, tower, stay 
cable, etc. if the annual data were analyzed and processed, the workload would be 
huge. Therefore, the data volume of a day with ideal test data quality was selected as 
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the analysis object, with a total of 24 time history files, The sampling time of each 
time history data is 3600s and the sampling frequency is 20Hz. 
4.1 Finite Element Theoretical Analysis based on ANSYS 

ANSYS large-scale general finite element software is widely used in structural 
engineering, bridge engineering, geotechnical engineering, water conservancy 
engineering and other fields because of its powerful function and versatility. In order to 
master the dynamic characteristics of the temporary railway bridge, the finite element 
theoretical analysis of the temporary railway bridge is carried out by using the finite 
element software ANSYS, so as to compare with the identification value of the 
measured signal. 

The bridge deck is made of in-situ reinforced concrete continuous slab, and the pier 
body is made of angle steel lattice column pier. The first five natural frequencies and 
vibration modes of the temporary bridge before horizontal and vertical bending are 
calculated by subspace iteration method. See Table 1. 

Table 1. Natural frequency and mode shape of temporary bridge in transverse and vertical 
bending 

Transverse bending Vertical bend 
stage Frequency /HZ Frequency /HZ 

1 1.752 7.455 
2 1.877 7.462 
3 2.271 8.116 
4 3.381 8.121 
5 7.134 8.190 

4.2 MPI based on Genetic Algorithm 

Signal preprocessing: the measured signal is generated by environmental excitation. 
The vibration signal under environmental excitation is used to identify the modal 
parameters. Data preprocessing is required to make the signal conform to the form 
required by the time domain identification method. Usually, the random decrement 
method is used to extract the free vibration signal, or the next method is used to take the 
cross-correlation function as the time domain identification input data. Firstly, the 
signal is filtered and denoised, and then the free vibration response signal is extracted 
from the original signal by random decrement method, and the modal parameters of the 
preprocessed signal are identified. 

After preprocessing the measured signal, the free attenuation vibration response of 
each channel is obtained, and the input data required by the real-time domain 
identification method is obtained. A genetic algorithm parameter identification 
program based on MATLAB is developed to identify the modal parameters of 
horizontal and vertical measured signals respectively. The parameters of HGA are set 
as follows: population size 600, initial range [1:9], crossover probability 0.95, 
mutation probability 0.015, iterative evolution times 100, stop criterion using 
maximum evolution times, and coding method using binary coding. See Table 2 and 
figure 1 and Figure 2 for the identification results of damping ratio and ANSYS 
theoretical values. 
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Table 2. Ratio of transverse bending MPI result to ANSYS theoretical value 

stage Natural frequency (Hz) Damping ratio (%) 
GA Identification 
value 

ANSYS Theoretical 
value 

relative 
error(%) 

GA Identification 
value 

1 1.720 1.754 1.92 14.9078 
2 1.932 1.877 2.91 13.8950 
3 2.155 2.269 5.08 11.8640 
4 3.223 3.381 4.59 5.7279 
5 6.466 7.133 9.32 2.8179 

Based on time domain method and frequency domain method, this paper applies 
genetic algorithm to MPI of single degree of freedom and multi degree of freedom 
simulation signals. The results show that the maximum error of frequency and 
damping ratio is 1.84% and 3.1% respectively without noise. When the noise is 20%, 
the maximum frequency error is 24.04% of the maximum damping ratio error. It can 
be seen that the frequency identification accuracy is high and the damping ratio 
identification accuracy is relatively low. When using genetic algorithm to identify 
modal parameters, it has strong anti noise ability, which reflects its strong robustness. 
However, the algorithm has many parameters and needs more debugging in use to 
minimize the error. 

 
Figure 1. Identification results of transverse bending modal parameters and ANSYS theoretical 

values 

Comparing Fig. 1 and Fig. 2, it can be found that in the first five natural 
frequencies, the natural frequency of vertical bending is larger than that of horizontal 
bending, and the damping ratio of vertical bending is smaller than that of horizontal 
bending. This is mainly because the lattice columns are dense, and the transverse 
stiffness is smaller than the vertical stiffness, making the temporary bridge more 
prone to transverse vibration. Comparing the identification value of HGA with the 
theoretical value of ANSYS, it can be found that the relative error increases with the 
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increase of order. Using the optimization function of genetic algorithm to identify the 
natural frequency, the identification accuracy of low-order frequency is higher than 
that of high-order frequency. As the actual structural stiffness is less than the 
modeling stiffness, the identification result is also less than the ANSYS theoretical 
calculation result. 

 
Figure 2. Ratio of identification results of vertical bending modal parameters to ANSYS 

theoretical values 

In this paper, by combining signal filtering and random decrement method, genetic 
algorithm is applied to MPI, that is, HGA is applied to bridge MPI. It can be seen 
from Fig. 1 and Fig. 2 that the minimum frequency error is 1.93%, the maximum error 
is 9.33%, and the first three frequency errors are within 6%, but the error increases 
with the increase of modal order, so the accuracy problem when used to identify 
high-order modes is worth considering. Genetic algorithm is applied to MPI, and 
modal order determination has a great impact on the results of parameter 
identification, which shows the feasibility and effectiveness of HGA applied to bridge 
structural MPI. 

5 Conclusions 

At present, many scholars at home and abroad have done a lot of research on MPI 
methods and achieved rich results. However, each identification method has certain 
limitations. It is particularly important to apply a new method to MPI to overcome the 
limitations of existing methods. For this purpose, this paper combines genetic 
algorithm with random decrement technology and signal de-noising technology to 
propose a bridge structure MPI method based on HGA. Although some achievements 
have been made, there are still many shortcomings worth further study: MPI is based on 
test signal analysis, so the identification results are greatly affected by the quality of test 
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data, The quality of the data even directly affects the development of the identification 
work. How to process the signal to extract the effective information of the structure in 
the case of weak vibration signal and general test data quality still needs further 
research; In this paper, due to the limited resources, the research object is a single 
bridge type. Both the model bridge and the actual bridge are cable-stayed bridges. 
Whether other types of bridges can also achieve good identification results needs 
further research and verification. 
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Abstract. Neural network is a new theoretical model. It has the ability of 
parallel processing. It can classify, define and optimize information and 
knowledge by simulating biological neural system. In this paper, a typical 
nonlinear deformation and damage monitoring method is trained by BP 
algorithm, which is based on neural network to detect the axle overload strength. 
Firstly, the fatigue response characteristics of the corresponding working 
conditions (such as low speed) under different stress states on the axle when the 
method is running in the motor car are studied by experimental method. 
Secondly, the actual working environment is simulated as the process of 
high-speed driving through the design model, and the detection degree of axle 
overload damage in this scenario is tested by the model. Finally, the test results 
show that the running time of the motor car axle overload damage detection 
model based on neural network algorithm is relatively short, and the delay time 
is also relatively short. The probability of checking the overload damage is 
basically more than 90%, which shows that the motor car axle overload damage 
detection rate of this model is very high and can meet the needs of users. 

Keywords: Neural Network Algorithm, Motor Car Axle, Overload Load Loss 
and Damage Detection 

1 Introduction 

With the rapid development of social economy and technology, highway traffic plays a 
more and more important role in cities, and traffic accidents are also increasing [1-2]. 
Therefore, it is particularly urgent to evaluate the safety of vehicles. In order to 
minimize the personal and property losses and maximize the driving speed, it is 
necessary to develop an action efficiency that can accurately predict the accident 
probability, and take corresponding measures in time to ensure that the personal and 
property will not be damaged. Neural network is a nonlinear system formed by a large 
number of neurons through simulation. It has the advantages of good approximation 
performance and strong fault tolerance, and is widely used in the field of traffic safety 
[3-4]. 

Many scholars at home and abroad have done relevant research on neural networks. 
Neural network is a new computer-aided system. It has been widely used in the field 
of biological intelligence and human brain, and has been widely used in various 
scientific and engineering designs [5-6]. The research on sports injury detection 
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technology started early in foreign countries. The United States, Germany and other 
developed countries have begun to use this technology for fault diagnosis and 
maintenance. American scholars have proposed artificial neuron simulation method to 
predict the damage degree of vehicle axles. Japanese scholars have developed a 
nonlinear finite element simulation software based on BP algorithm - fuzzy bases and 
artificial neural network to deal with the stress distribution and size change law of the 
top of the car model, and optimize the model on the computer [7-8]]. There are also 
some mature companies in China that are developing integrated intelligent vehicle 
component detection methods and research work based on artificial neural network 
(annr), BP algorithm and other artificial intelligence systems, and have achieved some 
results. The above research has laid the research foundation for this paper. 

Neural network is a nonlinear system analysis method, which has the 
characteristics of high parallelism and good robustness. It is widely used in solving 
complex problems. In this paper, the intelligent traffic monitoring platform is modeled 
based on the principle of neural network algorithm. Firstly, the overload damage 
detection technology and working process of intelligent axle are introduced. Then the 
linear crack initiation mechanism is established based on BP algorithm under a certain 
working condition, and the corresponding diagnosis model and method are proposed. 
Finally, using the research results, the influence factors of different parameters on the 
deformation characteristics, contact stress distribution and crack propagation of 
vehicle journal are analyzed. 

2 Discussion on Overload Damage Detection Method of Motor 
Car Axle Based on Neural Network Algorithm 

2.1 Overload Measurement Method of Motor Car Axle 

The overload load detection method of vehicle axle is mainly based on artificial neural 
network, which designs and learns the structure of cerebral cortex by simulating human 
brain neurons and external signal stimulation, so that it has better anti fatigue and 
strong robustness. It also includes the direct contact method [9-10]. The test is to 
calculate whether the deformation occurs at the corresponding parts by manually 
collecting the radial tensile stress, rotation angle and other data at different positions of 
the upper body. However, this method can only obtain a point strain diagram with a 
direction parallel to the centerline of the wheel axis, and can not obtain the 
displacement curves and corresponding angle values of all cut-in points on the 
centerline diagram in the axis top plane. Because the traditional manual measuring 
equipment has certain limitations in on-line vehicle monitoring, and its work efficiency 
is also low, it requires a lot of manpower to complete data collection and other 
operations. At the same time, manual ranging can not meet the requirements of 
real-time dynamic monitoring and the defects of slow data processing speed and low 
accuracy. It is also common for vehicles to suffer from axle overload damage caused by 
various factors during driving Random occurrence. 
2.2 Influence of Axle Overload on Motor Car 

Axle damage refers to the deformation of vehicle body caused by external force during 
driving, resulting in the bending of vehicle body surface or interior, wheel locking 
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(depression), roll and tire wear. What affects the overload fatigue life of the axle is that 
the changes of its main braking performance and structural parameters interfere with 
the test results to a great extent [11]. When there is a certain error between the vehicle 
motion track and the actual situation, the measured value will deviate, resulting in 
inaccurate measurement. During the running process of the motor car, the axle is 
subjected to the force between the wheel and the track, resulting in bending 
deformation, torsion and compression. When the vehicle body is damaged by the 
ground applied to the vehicle (such as the front wheel) and the steering linkage (or the 
rear wheel), the vibration waveform will be distorted and the vehicle body will shake or 
roll over. At the same time, under the driving state of the vehicle body, due to the 
gravity of the vehicle itself, the axle will also be bent, deformed, twisted and 
compressed due to excessive external force. 
2.3 Factors Affecting Overload of Motor Car Axle 

The main factors affecting vehicle axle overload are: (1) operating conditions. This 
includes driving speed, number of stops, etc. In practical work, the requirements for the 
bearing force and stiffness of the frame are different under different working 
conditions. At high speed, the braking pressure is large and the deceleration is slow. At 
low speed, the vehicle speed is fast but the braking distance is long and there are some 
obstacles to restrict its normal movement or, if it is necessary to reduce the range, the 
detection method must be used to evaluate and determine whether there is necessary to 
leave enough clearance between the vehicle axle and the rail to ensure safety. (2) Load 
characteristics. The vehicle is subject to a variety of forces during driving, mainly 
gravity, wind, etc., and will also be affected by various power sources in different 
directions and angles. Therefore, the bearing capacity of the axle to the track is different 
and variable. At the same time, considering the friction resistance between the vehicle 
body and the bridge wall and the structural stiffness problems, the deformation of the 
vehicle wheels may cause the vertical vibration, bending, deflection or even fracture 
failure of the vehicle body, resulting in serious consequences such as vehicle safety 
accidents or frequent traffic accidents. 
2.4 Neural Network Algorithm 

Neural network is a new and widely used information processing model. It simplifies 
and parallelizes the functions of neurons in the human brain connecting with the 
outside world, so that it can achieve the maximum performance goal of human brain's 
cognitive ability when solving complex problems. It is designed to simulate the 
structure of biological nervous system. When processed in the computer, the input and 
output signals are connected with different types of neurons. Through the storage of 
neural information and learning rules to achieve the automatic adaptability of the 
artificial system. BP routing protocol can be divided into three layers: perception layer, 
hidden layer and application service layer. It has a strong self-learning, self-learning 
and automatic adaptation system. This network is a mathematical algorithm model. By 
adjusting the connection weights and other parameters between a large number of 
internal neurons, it can intelligently learn and train the input and output sample data, 
mine the potential relationship between input and output, and have the ability to 
calculate and predict new samples to obtain the prediction results. Neural algorithm can 
be used to predict the changing trend of unknown parameters (inputs) in the model 
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without any external factors to modify the model parameters, so as to obtain the optimal 
results. 
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There are two kinds of nodes in the network: input node and calculation node. The 
input node only receives signals, and the calculation node is the unit neuron. So the 
final mathematical expression of unit neuron is: 
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The single-layer neural network, which puts many neurons on the same computing 
level, is just an output layer, which can solve the linear separable problem well, but it 
can not deal with the nonlinear separable problem at the same time. Therefore, a 
single neuron can be regarded as a multi input and single output system, while a 
single-layer neural network can be regarded as a multi input and multi output system, 
but their working mechanisms are not much different in essence. 

3 Experimental Process of Overload Damage Detection Method 
of Motor Car Axle Based on Neural Network Algorithm 

3.1 Process of Axle Overload Damage Detection Method Based on Neural 
Network Algorithm 
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Figure 1. Axle overload damage detection method and flow 
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It can be seen from Figure 1 that according to the training and simulation results of 
neural network, combined with the actual working conditions, the detection method of 
axle overload damage has been deeply studied, and it is concluded that the neural 
network model based on BP algorithm has good anti noise ability when the factors such 
as the motion track, initial state and node position in the vehicle change. The intelligent 
traffic safety system based on BP algorithm can effectively prevent traffic accidents. 
The system is composed of several subsystems. Firstly, judge whether each subsystem 
has fault (i.e. whether it is an accident) through expert experience. Secondly, predict the 
axle overload damage. During the detection process, the axle will be slightly damaged 
due to various factors on the body surface, such as temperature, humidity, etc. 
According to the neural network model, the deformation of vehicle body under 
different working conditions is analyzed. It is mainly described by establishing the 
relative position relationship between the corresponding nodes between the grid and 
the vehicle contact area, and then using the geometric coordinate system of the grid and 
the contact surface to convert it into a standard state vector, and calculate the 
corresponding input and output values. 
3.2 Test Steps for Overload Damage Detection of Motor Car Axle Based on 
Neural Network Algorithm 

The basic idea of neural network algorithm is to classify the nodes in the system layer 
by layer through input and output neurons, and aggregate the data sets of different 
types, sizes and attributes according to certain rules to form a parallel processing 
function with strong adaptability, rich information and good global optimization ability 
that can be combined with other topological structures. When the artificial neural 
network algorithm is applied in fault diagnosis, it should be determined according to 
the damage model and system state, and the methods used in different cases will be 
different. Therefore, in order to ensure the training success rate and data processing 
effect. First, initialize the vehicle body. That is, the vehicle body starts to learn and 
complete layer by layer from static to motion and from motion to stop. Secondly, the 
starting point of each iteration is the input and output current sampling value at the 
nodes of each part on the axle. After the corresponding damage model is established, it 
is necessary to collect the initial state and operating environment of the system. The 
physical model in the process of vehicle driving is established according to the 
kinematics theory. Secondly, the vehicle speed, acceleration and other parameter 
values are obtained through the training set and used as the prediction basis. The input 
and output are pre estimated by BP neural network algorithm and the error signal 
correction is calculated and analyzed. Finally, the axle overload damage detection task 
is realized. 

4 Experimental Analysis of Overload Damage Detection Method 
of Motor Car Axle Based on Neural Network Algorithm 

Detection and Analysis of Overload Damage of Motor Car Axle Based on Neural 
Network Algorithm 

Table 1 shows the performance test results of the neural network algorithm. 
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Table 1. Performance test results 

Number 
of tests 

Intelligent 
algorithm 

System operation 
time (s) 

System delay 
time (s) 

Damage 
detection rate 

1 Artificial neural 
algorithm 3 2 91% 

2 Artificial neural 
algorithm 5 1      94% 

3 Artificial neural 
algorithm 3 2 93% 

4 Artificial neural 
algorithm 2 2 96% 

5 Artificial neural 
algorithm 4 3 93% 

 
Figure 2. System test 

This paper mainly studies the basic principles and related theories of neural 
network algorithm, and combines the actual motor car axle overload damage 
detection experiment to complete the intelligent traffic accident early warning, vehicle 
safety protection and rescue based on BP neural network. After the whole vehicle 
simulation platform is built, it is necessary to judge whether there is a fault according 
to the actual working conditions, and then compare the collected data with the 
operating conditions of the standard sample vehicle in the system to determine the 
detection method and performance indicators under the overload state of the motor car, 
and diagnose and evaluate different working conditions. It can be seen from Figure 2 
that the detection model of motor car axle overload damage based on neural network 
algorithm has a short running time and a short delay time. The probability of checking 
the overload damage is basically above 90%, which shows that the detection rate of 
motor car axle overload damage of this model is very high and can meet the needs of 
users. 
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5 Conclusions 

Neural network is a new and large-scale application field. It plays an important role in 
solving complex engineering problems and improving system performance. It is 
especially suitable for dynamic characteristic analysis under some nonlinear or 
uncertain working conditions. With the development and wide application of artificial 
intelligence technology and computer soft science, and the deepening understanding of 
neural network theory, an intelligent detection method for axle overload damage 
diagnosis based on artificial neuron is proposed. This paper analyzes and summarizes 
the neural network detection method of axle over strength damage. Firstly, the 
three-dimensional model is established and the body structure characteristics and 
vehicle driving conditions are modeled. Secondly, the nonlinear design unit is 
constructed by using BP neural network theory and kinematics equations to improve 
the identification accuracy. Finally, the fatigue response and strain degradation of the 
system under different types are verified by experiments, which has good application 
prospects and practical significance. 
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Abstract. The rapid development of my country's economy has led to a 
continuous increase in social electricity consumption. The increase in electricity 
consumption in the society as a whole not only brings about economic 
prosperity, but also increases the pressure on national transmission lines. Due to 
the increasing shortage of land in big cities, overhead lines will pose a potential 
threat to the safety of citizens' electricity consumption, and the cluttered 
overhead lines will have a greater impact on the appearance of the city, so more 
and more overhead lines are underground replaced by cables. The main purpose 
of this paper is to perform object detection on ground wire status based on 
cloud application. This paper mainly analyzes the theoretical basis of on-line 
monitoring of high-voltage cable grounding current, analyzes and solves the 
calculation method of ground-induced circulating current, analyzes the factors 
affecting the circulating current of cable sheath, and designs high-voltage cable 
grounding current hardware. Experiments show that the RMS value of the N600 
grounding wire current changes to a maximum of 91% of the load current. 

Keywords: Cloud Application; Ground Wire; Target Detection; Ground Wire 
Status Detection 

1 Introduction 

In the city, the backbone cable in the power grid is responsible for the power supply of 
a large area of the urban area, and the insulation problem of the cable must be highly 
valued. In the process of operation and maintenance of power cables, most people 
mainly pay attention to their insulation characteristics, and strive to improve their 
insulation to make the cable run more safely, but the insulation of its sheath is also very 
important, once the main insulation fails or is damaged. In this case, the metal sheath 
will also undergo changes in the electric field and generate a certain amount of induced 
electric energy. Therefore, in the process of monitoring and maintaining high-voltage 
cables, the problems reflected by the induced electric energy of the sheath should be 
considered at the same time. It can show the insulation characteristics of the sheath and 
the insulation characteristics of the entire cable at the same time. By monitoring the 
grounding current of the cable It can carry out early warning in a targeted manner, 
avoid major accidents, and ensure the normal operation of high-voltage cables and the 
effective transmission of electric energy. Therefore, it is a very reliable and efficient 
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method to carry out its own ground-induced circulating current monitoring for 
high-voltage cables [1, 2]. 

The methods and theories of ground wire detection have always been the focus of 
research, and the research results are numerous. For example, Bui KT proposed a 
monitoring device suitable for mines, which collects the induced current of the sheath, 
performs reduction and comparison, and obtains abnormal information [3]; On-line 
monitoring system of power cable sheath based on induced voltage and ground 
current [4]. But not much for ground wire condition detection on cloud applications. 

The main purpose of this paper is to design and study the target detection system of 
the ground wire state based on the cloud application program. By monitoring the 
grounding current of the cable, it can give early warning in a targeted manner, avoid 
major accidents, and ensure the normal operation of high-voltage cables and the 
effective transmission of electric energy. Including the design of the cable circulation 
monitoring terminal, the device design of the field data acquisition, the software 
design of the monitoring device, etc. Design and implement the monitoring and 
management software of the upper computer, and realize the remote online 
monitoring function of the system through remote acquisition, which greatly 
facilitates the test of ground current and improves the safety factor of high-voltage 
cable operation. Carry out all-round tests on the system, including hardware and 
software, to make the system run and collect effective information to verify the 
reliability and stability of the system. The circulating current generated on the sheath 
is monitored to ensure the safe and stable operation of the main insulation and sheath 
insulation. Once abnormal data or damage occurs, an alarm will be issued to ensure 
the continuous and safe operation of high-voltage cables and greatly promote the 
smooth operation of the power grid [5, 6]. 

2 Design and Research of Ground Wire State Target Detection 
Based on Cloud Application 

2.1 System Design 

The system consists of on-site monitoring terminal, data relay device, radio frequency 
communication network, monitoring center monitoring and comprehensive analysis 
system, and adopts distributed control structure. A data acquisition device with 
wireless communication function is installed at each overhead line or indoor cable 
grounding node to monitor the grounding cable and induced voltage. The data relay 
device receives real-time data on site and manages multiple data acquisition terminals. 
Radio frequency network communication, connecting remote computer systems [7, 8]. 

The monitoring and evaluation analysis software of the upper computer is installed 
on the server of the monitoring center of the power company, and the upper computer 
communicates with the wireless receiving device of the GSM network through the 
serial port mode. The main functions and features of the system are: 

Real-time monitoring of the voltage, circulating current and fault current induced 
by the single and double-circuit cable sheath, and comprehensively grasp the impact 
of the circulating current of the high-voltage cable sheath on the cable operation in 
real time. 
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Refer to parameters such as time and load current to comprehensively judge the 
characteristics of the cable grounding current. 

The change law of the cable circulation under various load conditions, and the 
analysis of the influence on the cable operation. 

Carry out early warning and over-limit alarm for the change of the circulating 
current of the cable operation, record the historical data of each contact on the whole 
point, and form data reports, historical curves, etc. 

The data is transmitted to the monitoring terminal and the remote computer system 
by radio frequency communication technology or GSM/GPRS technology. 
2.2 Analysis of Factors Affecting Metal Sheath Circulation 

Because the grounding circulation technology of collecting high-voltage cables is a 
feasible method to judge the operating environment of high-voltage cables, many 
scientific research institutions have also explored this method. Before using the 
ground-induced circulating current calculation method to collect the circulating 
current, the factors affecting the circulating current generated by the metal sheath of the 
high-voltage cable must be considered [9, 10]. There are three main reasons for 
affecting the circulation of the metal sheath: 

(1)Power cable laying parameters, including 
Laying method. The most common ones in production and life are the three-phase 

horizontal arrangement, the three-phase vertical arrangement, the right-angled triangle 
arrangement, and the equilateral triangle arrangement. The equilateral triangle 
arrangement can effectively reduce the induced circulating current. This is because 
the position of the three-phase transmission lines is relatively symmetrical, so the 
mutual inductance has a certain inhibitory effect. The three-phase arrangement, due to 
its asymmetrical arrangement, will have a greater impact on the grounding circulation 
of its high-voltage cables due to mutual inductance. 

Metal sheath interconnection and grounding methods. In the process of laying the 
cable, the metal sheath needs to be grounded and interconnected to ensure the stable 
operation of the cable. Most high-voltage cables mainly choose the method of 
non-interconnection, only grounding at both ends, or connecting after crossing and 
then grounding, etc. In several cases, due to the large changes in the electrical 
parameters of the high-voltage cable sheath, such as changes in grounding resistance 
and wire parameters, the calculation methods will eventually be very different. 

Line length. When the cable sheath is well grounded, the line length of the 
high-voltage cable can be disregarded, but when an external resistor whose resistance 
value cannot be ignored or the grounding resistance is large during the grounding 
process of the cable sheath, the external series resistance or contact resistance will 
affect the whole The resistance of the loop should be paid attention to to a certain 
extent, and the influence of the grounding resistance must be considered, and the 
influence of the line length on the circulating current cannot be ignored. 

Whether there is a return line. If the high-voltage cable has a return line, the 
environment has little influence on the cable, and the current forms a loop through the 
return line. 

(2)The size of the electric energy transmitted by the cable and the mutual 
inductance of each phase loop, mainly including 

Load size. The three mutual inductances are related to their respective positions 
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and should have nothing to do with the electrical energy of the cables. However, in 
the process of actually transporting electrical energy, due to different loads, the 
currents flowing through each cable are not the same, so the mutual inductance does 
not play a role in suppressing it. In the same way, the three mutual inductances will 
affect their respective mutual inductances due to their own current differences, 
resulting in greater inductive circulation. 

Load unbalance. Load unbalance has multiple effects. For example, the choice of 
laying method will have a significant impact on load unbalance, but the choice of 
laying method is only one aspect of load unbalance. There are many single-phase 
power systems in the power system. Due to the existence of these irregular loads, the 
load will also be uneven, and due to its unstable behavior, the unbalance of the load 
will also vary. 

Environmental factors and laying methods of high-voltage cables: 
At present, cables are mostly laid in direct burial. However, the impact of this 

method is very significant. The cable sheath will directly form a loop with the ground 
through the ground wire, resulting in a large current. There are other laying methods, 
such as installing in the cable trench, so that the influence of the environment on the 
cable is relatively reduced. There are many other methods, and different types of 
laying methods have certain influence on the calculation [11, 12]. The error can be 
reduced by calculating the influence on the induced circulating current under different 
laying situations, so as to avoid misjudging the operation state of the high-voltage 
cable. 
2.3 Algorithm Research of Ground Wire State Target Detection Based on Cloud 
Application 

(1)Calculation of ground induced circulating current 
Most of the medium and high voltage cables in production are single-core, so the 

induced electromotive force on the cable sheath is related to the thickness of the wire, 
the distance between the multi-phase high-voltage cables, the size of the high-voltage 
cables to transmit power, and the distance to transmit power. 

In order to collect the grounding circulating current information of the high-voltage 
cable, it is necessary to carry out analysis and calculation, guide the hardware design, 
and concentrate the distribution parameters of the cable. Through the expression of 
Kirchhoff's voltage law, the specific formula is obtained as follows: 
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                (1)  

R+jX is the impedance of the sheath of each cable wire, ISA, ISB, ISC are the 
current flowing on the sheath of each wire, EA, EB, EC are the sheath and the ground 
wire and the earth induced by each wire potential difference in this loop. R1 is the 
ground wire resistance and the sum of the ground wire resistance and the ground 
contact resistance. 

(2) Fault line judgment 
By calculating the integral of the AEO of each line in the time domain, the relative 
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energy value of each line from the time of the fault occurrence to the end of the 
simulation can be compared as the line selection criterion, which can realize the fault 
line selection more comprehensively and accurately. Assuming that there are N 
outgoing lines in the resonant grounded distribution network, the atomic 
decomposition method is used to decompose the transient zero-sequence current of 
each line after the fault into m atomic components and a residual component. Then 
the energy of the atomic component of the i-th line Li at the j-th decomposition is: 
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t ijij dtxE \                     (2) 

Among them, x is the optimal atom matched by the jth decomposition; j=1,2,...,m; 
Eij is the energy of the signal of the i-th line at the jth decomposition; m is the number 
of atomic components, t1 is the start time of the fault, and t2 is the end time of the 
simulation. 

3 Experimental Study of Ground Wire State Target Detection 
Based on Cloud Application 

3.1 Self-inductive Power Supply Circuit 

Various electronic equipment applied on the high-voltage side needs to be insulated 
from the ground, and the safety of the equipment needs to be ensured during operation. 
The measurement circuit cannot be simply led out directly through the line to avoid 
accidents. Therefore, the power supply of the measuring equipment has become a key 
part of the inspection and detection system. The application of the measuring device 
plays a role in detecting the operation of the power grid, which is indispensable. 
Therefore, it is also very important to consider the related circuit research on how to 
obtain electricity from the high-voltage line. 

The system adopts the transmission line to obtain electricity, obtains the voltage 
through the coil, and outputs the DC voltage through rectification and filtering. This 
method does not directly take electricity from the line, and has little impact on the 
original high-voltage circuit. 

Adding a supercapacitor monitoring terminal to the power circuit design will 
reduce the use of the system, and replacing the battery will greatly reduce the 
automation of the system, and because the cables are often located in remote locations, 
it is difficult to replace the battery. The supercapacitor has a large capacity and can 
meet the power demand of the system, which has more advantages than ordinary 
lithium batteries. The power supply of the monitoring terminal of the system adopts 
self-induction to obtain electricity, and is connected to the circuit through the current 
transformer. Use super capacitors to avoid instantaneous high-power power supply. 
Principle wiring diagram: 

(1)Rectifier filter circuit 
The switch-type power-taking access circuit, through the rectifier and filter circuit 

composed of the stabilizer tube, converts the AC power into DC power, in which D1 
and C1 play the role of rectification, and L1 and C2 filter the current and voltage with 
large ripple to make its applied. 
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(2)Transient protection 
As the energy device of the entire system equipment, the power supply must pay 

attention to its stability, and can still ensure that it is reactivated and not damaged in 
the face of various emergencies, and continues to supply power to the equipment. In 
order to avoid accidental short-circuit and high current, the iron core emits ultra-high 
voltage, which damages the circuit. In order to protect the circuit, the bipolar TVS1 
tube is connected before the rectifier and filter circuit to limit the output impulse 
voltage. 

(3)Voltage protection and energy discharge circuit 
Since the power used by the system is roughly constant, the electric energy 

obtained by the mutual inductance is not stable, and its voltage and current have 
certain fluctuations. The filter back-end voltage Udc will increase with the increase of 
the current. Considering the electricity safety of the entire system, it is necessary to 
maintain the voltage within the range of electricity consumption standards, and 
implement voltage protection and energy discharge on the basis of voltage. If the 
voltage is too large, the voltage comparator output is turned on at a high level, and the 
excess energy is directly discharged; when the Udc is low, the output is low, and the 
bleeder circuit stops working, and there is no need to protect the subsequent circuits. 

(4)Energy storage circuit 
Use the super capacitor SC as an accessory to store energy, avoid rapid charging 

and discharging of energy, and ensure low temperature operation. The data 
transmission adopts wireless communication, and the power is large, which affects the 
normal operation of other circuits. Adding SC can effectively solve the problem. 
3.2 Real-time Data Monitoring System 

The master station sends the data read from the slave station to the host computer 
through the RS232 serial port, and the host computer displays it through a series of 
calculations. Including real-time data, alarm information, historical records, settings 
four interfaces. 

1) Real-time data: The real-time data interface is responsible for displaying 
real-time data, real-time curves and operating status. The staff can understand the 
grounding situation of high-voltage cables in various regions by viewing the real-time 
operating status. The numerical display is clear and accurate, and the curve display 
can clearly see the changes of high-voltage cables in various regions, which is more 
intuitive. 

(1) Real-time data display 
The current value of each point of the detection line can be displayed, and the data 

is updated every ten seconds. 
(2) Real-time curve display 
The current change of the current route can be detected in real time and updated 

every ten seconds. Any circuit can be selected and its current data for one hour can be 
obtained and displayed. 

(3) Running status light 
Communication indicator: The upper computer communicates with the master 

station, and the green indicator flashes. 
Communication alarm light: The line communication failure, the red 

communication alarm light is on. 
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Fault alarm light: When the line is faulty, the red fault alarm light is on. 
2) Alarm information: The alarm information bar is responsible for displaying the 

running status of each line of each substation. If an alarm occurs, the corresponding 
position will be displayed in red, and the event record box will record and display the 
alarm information. 

3) History: You can set the start time of communication, the completion time of 
communication, the always time and fault time of each line, and the moving cursor 
can also display the current current value. 

4) Equipment test: The ground current online monitoring system designed in this 
paper is mainly tested in the following aspects: 

(1) Real-time monitoring of the circulating current of the cable sheath and fault 
grounding current, to grasp the influence of the circulating current of the high-voltage 
cable sheath on the operation of the cable in real time. 

(2) Refer to parameters such as time and load current to comprehensively judge the 
characteristics of the cable grounding current. 

(3) Change law of cable circulation under various load conditions, and analyze the 
influence on cable operation. 

(4) Carry out early warning and over-limit alarm for the change of the circulating 
current of the cable operation, record the historical data of each contact on the hour, 
and form a data report, historical curve, etc. 

(5) The data is transmitted to the monitoring terminal and the remote computer 
system using radio frequency communication technology or GSM/GPRS technology. 

4 Experimental Analysis of Ground Wire State Target Detection 
Based on Cloud Application 

4.1 Induced Current Value of Cable Metal Sheath 

The length of each section of the test cable at the test site is 500 meters, and the distance 
between the two phases is 35 cm. Under different load currents, two different 
three-phase arrangements are tested, and the detected induced current values are as 
follows. Table 1 Show: 

Table 1. Time Circulation Current Values (A) At Different Arrangements 

Iload Right triangle arrangement horizontal arrangement 
 ISA ISB ISC ISA’ ISB’ ISC’ 

150 8.1025 8.2373 8.8952 17.2432 17.0233 14.5474 
300 16.2049 16.4747 17.7905 34.4865 34.0466 29.0468 
450 24.3074 24.7120 26.6857 51.7297 51.0698 43.6422 
600 32.4099 32.9493 35.5809 68.9729 68.0931 58.1956 
It can be seen from Figure 1 that under different load current values, the metal 

induced current is always larger in the horizontal arrangement than in the vertical 
arrangement. Therefore, the vertical arrangement is more conducive to protecting the 
metal sheath of the cable. 
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Figure 1. Time circulation current values (a) at different arrangements 

4.2 Analysis of The Influence of Load Unbalanced Current 

In this paper, the 110kV Shenghe Station, the Liangping Station and the 220kV Qixing 
6WDWLRQ�DUH�ORDGHG�ZLWK�DQ�XQEDODQFHG�ORDG�FXUUHQW�RI�����9��Nȍ �����P$��DQG�WKH�
grounding current of the N600 under the condition of the load unbalanced current is 
calculated. The details are shown in Table 2 below: 

Table 2. N600 ground current with unbalanced load current 

Substation name Shenghe station Ryohei station Qixing station 
test count (times) 11 14 16 

�0.3×11.56mA=3.5mA 6 9 7 
�0.5×11.56mA=5.78mA 6 3 6 

Maximum change value (mA) 8.6 10.6 8.6 
As shown in Figure 2, when there is an unbalanced load current, the variation 

characteristics of the RMS current of the N600 grounding wire are calculated. In the 
41 experiments carried out, there were 22 times when the rms value of the N600 
ground wire current changed more than 30% of the RMS load current compared with 
the normal situation, and 15 times when the ground current changed by more than 50% 
of the unbalanced load current. In addition, in the experiment, the RMS value of the 
N600 grounding wire current has a maximum change of 91% of the load current. 

 
Figure 2. N600 ground current with unbalanced load current 
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5 Conclusions 

On the basis of drawing on similar domestic technologies, according to the actual 
situation of the site, based on cloud applications, using sensors, wireless 
communication, inductive power acquisition technology, etc., through wireless radio 
frequency networking, the online monitoring and analysis of the grounding current of 
urban cables is realized.., The theoretical basis of on-line monitoring of high-voltage 
cable grounding current is analyzed, the calculation method of grounding induced 
circulating current is analyzed, and the factors affecting the circulating current of cable 
sheath are analyzed. Design the grounding current hardware of high-voltage cables, 
including the design of the cable circulating current monitoring terminal, the device 
design of on-site data acquisition, and the software design of the monitoring device. 
Design and implement the monitoring and management software of the upper 
computer, and realize the remote online monitoring function of the system through 
remote acquisition, which greatly facilitates the test of ground current and improves the 
safety factor of high-voltage cable operation. Carry out all-round tests on the system, 
including hardware and software, to make the system run and collect effective 
information to verify the reliability and stability of the system. 

The system basically meets the power grid's requirements for monitoring the 
grounding current of high-voltage cables, and can analyze faults in a timely and 
effective manner, providing necessary support for the safe and stable operation of the 
power grid. 
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Abstract. In recent years, with the continuous development of economic 
globalization, people's exchanges at home and abroad have become more and 
more extensive, international Japanese teaching has developed rapidly, and the 
number of people studying Japanese at home and abroad is also gradually 
increasing. How to improve the quality of Japanese teaching and design 
auxiliary courses is a major problem to be solved urgently in the development 
of Japanese teaching career. Based on the related applications of immersion 
Japanese teaching, this paper studies the design of multimedia-assisted courses. 
Immersion teaching focuses on creating a target language environment, takes 
the course content as the teaching goal, and the second language as the teaching 
tool, which realizes the simultaneous acquisition of course knowledge and 
language skills. The advantages of immersion teaching mode help to solve the 
problems existing in traditional Japanese teaching. The research on immersion 
teaching has important theoretical significance and practical guiding 
significance for the development of Chinese teaching in Japan. Therefore, 
teachers should be proficient in various classroom teaching skills such as 
multimedia technology, and continuously improve their teaching level and 
ability in Japanese teaching. The final result of the research shows that when 
the number of participants in the platform five multimedia assisted courses is 67, 
the proportion is 20.6%. The number of users of multimedia-assisted courses in 
Japanese teaching is always larger than that of traditional courses, which 
indicates that the design of multimedia-assisted courses based on immersion 
Japanese teaching is feasible and has promotion significance. 

Keywords: Immersion Teaching, Japanese Language Teaching, Multimedia 
Assistance, Curriculum Design 

1 Introduction 

With the rapid development of science and technology, multimedia technology based 
on computer and network technology has become an important tool for teaching and 
learning. The country's investment in language education is increasing, and Japanese 
classroom teaching has also rapidly reformed teaching methods and teaching methods 
[1]. Multimedia technology has been gradually popularized and applied in Japanese 
teaching classrooms in my country. Multimedia technology can make Japanese 
teaching more intuitive, vivid, and more interesting. If multimedia technology can be 
reasonably applied in Japanese teaching, it can attract students' interest in learning 

���



foreign languages, effectively strengthen students' understanding of Japanese 
knowledge, and optimize students' knowledge of Japanese learning effect. 

In recent years, many researchers have explored the research related to 
multimedia-assisted course design, and achieved good results. For example, Jong S Y 
believes that the previous studies on oral Japanese courses lacked the combination of 
quantitative and qualitative methods externally, and did not grasp the overall design 
framework of oral language courses internally [2]. Samavati T believes that the 
analysis of curriculum needs should highlight the needs of students, the design of 
curriculum objectives should comprehensively consider the particularities of the 
country, localities and institutions, and the selection of curriculum content and 
organizational design should be based on reality and pay attention to academic truth 
[3]. At present, scholars at home and abroad have carried out a lot of research on the 
application of multimedia-assisted curriculum design. These previous theoretical and 
experimental results provide a theoretical basis for the research in this paper. 

Based on the relevant theoretical basis of immersion Japanese teaching, this paper 
systematically designs the current Japanese multimedia auxiliary courses, and has 
achieved relatively fruitful research results. Although the research of multimedia 
technology-assisted teaching in China started late, the development progress and 
speed are very fast, and the pertinence is stronger. There are not many specific studies 
on the application of multimedia in Japanese teaching courses, nor is it in-depth 
enough. However, multimedia technology is an important part of modern information 
technology, and its characteristics and achievable functions are very suitable for the 
needs of Japanese teaching. 

2 Related Theoretical Overview and Research 

2.1 Research on Multimedia Assisted Course Design 

(1) Multimedia Assisted Curriculum Development 
Multimedia technology plays a very important role in information technology. It is 

a technology that can process both text and data information, as well as images, audio, 
video and other media [4-5]. It can change the teaching content from simple teaching 
materials to teaching materials, and cooperate with rich information resources. By 
using multimedia to present teaching content, it provides a variety of methods and 
ideas for analyzing and solving problems, making it concrete, simplified and easy to 
understand. This can not only help improve the teaching effect of teachers, but also 
improve the learning effect of students in the classroom. 

(2)Teaching Technology of Multimedia Courses 
Compared with traditional teaching, classroom education and teaching assisted by 

multimedia information technology breaks the conventional classroom teaching. It not 
only activates the classroom teaching atmosphere, but also uses multimedia 
technology to create situational teaching to assist students in completing the 
knowledge system construction of the content they want to learn [6]. To a certain 
extent, abstract knowledge can be concretized, and through sound, light, color, shape, 
shadow and other senses of hearing and vision, it can give enough stimulation to 
make students feel immersed in the situation, so as to help break through teaching 
difficulties It also broadens students' horizons; it also stimulates students' interest in 
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learning and allows students to learn actively; its intuitive image features can reduce 
individual differences and take care of students with different cognitive levels; in this 
way, we can give full play to the potential of our teaching objects and enrich Teaching 
content improves its classroom efficiency. 

(3)Construction of Multimedia Auxiliary Course Environment 
From the perspective of language subjects, it is not like mathematics, physics and 

other rational subjects that have complex formulas, principles and theorems, nor is it 
like politics, history and other liberal arts subjects that require long-term 
understanding and recitation of theoretical content [7]. Relatively speaking, the most 
prominent performance of language teaching is the context. Teachers can choose 
different multimedia technologies to assist teaching according to their different needs. 
Teachers can display language content intuitively by playing media such as videos 
and pictures. In the process of learning, help students to feel the different feelings 
brought by language more vividly, and cultivate students' sense of language [8]. 
Through various forms of multimedia technology, the scenes and stories described in 
the language can be restored almost completely, so that these languages can be 
presented to students more intuitively, and learning with background and content will 
achieve a multiplier effect. 

The multimedia-assisted course design based on immersion Japanese teaching, in 
daily teaching, can be established by establishing exclusive classrooms for immersion 
classes. Teachers can arrange classrooms full of Japanese characteristics according to 
their own preferences, teaching needs, and students' hobbies [9]. At the same time, 
they will also post commonly used classroom terms, classroom rules, etc. in the form 
of Japanese text or pictures in a fixed position in the classroom to facilitate regular 
teaching and classroom management. In this way, students can be fully immersed in 
the Japanese environment. In this way, we can optimize the content of immersion 
teaching, help students build confidence, and arrange immersion teaching hours 
reasonably. 
2.2 Theoretical Introduction to Immersion Teaching 

From the perspective of different countries and regions, immersion teaching is 
developing all over the world, but North America has developed the most rapidly. As 
the birthplace of immersion teaching, its teaching concept is authoritative and its 
teaching model is relatively mature [10]. Immersion teaching aims to create a complete 
target language environment, allowing students to immerse themselves in the target 
language environment and acquire the second language naturally [11]. Its outstanding 
feature is that the second language (target language) in the immersion teaching is 
different from the traditional language teaching that regards the second language as a 
direct teaching goal, but acts as a language tool for teaching the content of various 
courses. The teaching goal is based on the content of each subject ( Mathematics, 
science, sociology, art) are the main ones, while mastering the knowledge and culture, 
the language skills of the second language are acquired subtly. 

The core of immersion language teaching is implicit cognition. Compared with the 
learning of course content, the process of language acquisition is more implicit. It has 
similar characteristics of implicit cognition [12]. Mainly include: 1. The conscious 
state of language learning is in an unconscious state. In immersion teaching, language 
is the medium for learning course content, and it is automatically acquired along with 
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knowledge learning; 2. From the perspective of whether there is a purpose, the 
knowledge of course content is the direct purpose, and language is the direct purpose. 
Learning is an indirect purpose; 3. The key point of acquisition lies in the 
understandable input of meaning, and the goal of acquiring the knowledge carried by 
the language is the intelligible input of the meaning of the target language; 4. The 
method of acquisition is mainly acquisition, but cannot be separated from it Learning; 
5. The intelligibility generation method of meaning is mainly based on the 
construction of scenarios, the creation of tasks, and the method of solving problems; 6. 
The information processing method is procedural, and the input and output of 
knowledge is mainly based on real communication training; 7. The sense of language 
is in plays a leading role in language acquisition. 

3 Experiment and Research 

3.1 Experimental Method 

In the training process of the application and propagation path model in the Japanese 
course, the process influencing factors in the training sample of the teaching process 
working hours are input, and the calculation of the hidden layer neurons and the output 
layer neurons is performed to judge the predicted teaching hours and statistics obtained. 
Whether the error between the actual processing hours of the process meets the 
requirements: 
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In the above formula, F represents the total score, the data x represents the 
reference evaluation, the indicator w represents the weight, WKH� FRHIILFLHQW� Ȝ�
represents the existing error, and the indicator n represents the total number. w is the 
weight between the input layer and the hidden layer of the initial work-hour 
prediction model. 
3.2 Experimental Requirements 

This experiment is based on immersion Japanese teaching,however, from the results of 
the survey and analysis, there are some errors in the current Japanese teachers' 
understanding of the status of multimedia education. For example, some experienced 
teachers may think that their teaching mode is summed up after years of teaching 
experience. Teachers will think that a set of relatively mature teaching methods has 
certain practicality, so they will reject multimedia to assist Japanese classroom 
teaching. Some young Japanese teachers have relatively high information literacy, but 
lack some teaching experience and need to use multimedia courseware to provide 
certain help. Therefore, young teachers will overemphasize the status of multimedia in 
the classroom, resulting in the abuse of multimedia, and students will feel the 
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classroom. The larger the knowledge capacity, the lower the student's learning effect, 
but the poor student's learning effect. 

4 Analysis and Discussion 

4.1 Analysis of Multimedia Auxiliary Course Layout 

The experiment is based on the design of the multimedia auxiliary course for 
immersive Japanese teaching. By testing the layout of the multimedia auxiliary course 
in each teaching and research platform, the experimental data is as follows: 

Table 1. Multimedia-assisted course layout analysis table 

Item Quantity(indivual) Proportion(%) 
Platform one 36 11.1 
Platform two 81 24.9 

Platform three 90 27.7 
Platform four 51 15.7 
Platform five 67 20.6 

 
Figure 1. Layout analysis diagram of multimedia-assisted courses 

It can be seen from the data analysis in Table 1 and Figure 1 that, it can be seen 
from the results that when the number of participants in the platform 1 multimedia 
auxiliary course is 36, the proportion is 11.1%. When the number of participants in 
the platform 2 multimedia auxiliary course was 81, it accounted for 24.9%. When the 
number of participants in the platform three multimedia auxiliary courses is 90, the 
proportion is 27.7%. When the number of participants in the platform 4 multimedia 
auxiliary courses was 51, the proportion was 15.7%. When the number of participants 
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in the platform five multimedia auxiliary courses was 67, the proportion was 20.6%. 
4.2 Analysis of the Use of Multimedia Auxiliary Courses 

By analyzing the use of multimedia auxiliary courses in Japanese language teaching in 
colleges and universities, this experiment compares and analyzes the use of multimedia 
auxiliary courses in Japanese teaching in four colleges and universities and the use of 
traditional courses. The experimental data is shown in the figure below: 

 
Figure 2. Analysis of the usage of multimedia-assisted courses 

As shown in Figure 2, through the data analysis of the use of multimedia auxiliary 
courses in Japanese teaching in colleges and universities, it can be seen that the 
number of participants in the multimedia auxiliary courses of Japanese teaching in 
four groups of colleges and universities is 86, 92, 94 and 89 respectively. The number 
of users of traditional courses was 64, 81, 83 and 78 respectively. In the data of the 
four groups of colleges and universities, the number of users of Japanese teaching 
multimedia auxiliary courses is always more than that of traditional courses, 
indicating that the design of multimedia auxiliary courses based on immersion 
Japanese teaching is feasible and has promotion significance. 

5 Conclusions 

Based on the research background of immersion Japanese teaching, this paper first 
studies the design and application of multimedia auxiliary courses, and in the 
experiment of analyzing the use of multimedia auxiliary courses in colleges and 
universities, the number of users of multimedia auxiliary courses in Japanese teaching 
is always larger in the data of the four groups of colleges and universities. In terms of 
the number of users of traditional courses, it means that the design of 
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multimedia-assisted courses based on immersion Japanese teaching is feasible and has 
promotion significance. Practical research should further explore the specific 
improvement path of Japanese teaching mode and learning mode, further exert the 
auxiliary role of network technology and mobile technology in course teaching and 
learning, further innovate specific auxiliary methods, and strengthen the management 
and control of auxiliary effects. In terms of research methods, it integrates the three 
perspectives of students, teachers and curriculum environment, improves the position 
of qualitative research methods and action research methods in curriculum design 
research, and combines quantitative research methods. 
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Abstract. UAV(Unmanned Aerial Vehicle) delivery is one of the solutions for 
logistics companies to improve delivery efficiency in recent years. The GPS and 
optical motion capture or other positioning methods currently used by 
distribution UAVs have some issues such as high cost and relatively fixed 
operating environment. The UAV system based on optical flow sensor can 
realize the functions of autonomous positioning, real-time obstacle avoidance 
and hover correction with high precision and low cost, which can solve the 
shortcomings of traditional positioning methods and can be widely used. Many 
scholars have already researched UAV systems using optical flow sensors. We 
summarize the results of previous research on these systems and analyze them 
in the hope that they can provide development ideas for UAV delivery. 

Keywords: Optical Flow Sensors, Smart Delivery, Distribution UAVs 

1 Introduction 

In recent years, China’s e-commerce industry has developed rapidly, courier business 
volume has risen sharply. The 2022 National Postal Management Conference pointed 
out that China's express business volume in 2021 was 108.5 billion pieces and is 
expected to be 122.5 billion pieces in 2022, which will increase by about 13% year-
on-year. However, Chinese logistics service industry shortcomings are serious, it is 
difficult to meet the development needs of the e-commerce industry, the city's last 
mile and other issues still need to be resolved. 

Compared with traditional delivery methods, delivery drones take up less space, 
andhave a higher degree of intelligence, are more flexible and have more mature 
technology, which can have reduced transportation costs and improved delivery 
efficiency, so they have also gained the favor of many logistics. As early as 2013, the 
U.S. company Matternethadtested the drone delivery network. In China, JD, SF 
Express and other companies also carried out tests of delivery drones in Suqian, 
Ganzhou and other places respectively. 

Although delivery UAVs have many advantages, the problems faced in delivery 
such as gathering flightandland in high-density buildings and targeted delivery to 
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high-rise households and remote areas are still pain points in development. To address 
these problems, this paper researches and analyzes the control system of intelligent 
delivery drones based on optical flow sensors[1-2].  

2 Concept and application examples of distribution UAVs 

Delivery UAVs (UAV Express) are unmanned low-altitude vehicles that can carry 
packages and automatically deliver them to their destinations using radio-controlled 
equipment and self-contained program control devices. Most delivery UAVs are 
equipped with a variety of high-precision sensors and advanced control algorithms 
and have a black box to record their status information. Most drones also have a 
runaway protection function that automatically maintains a precise hover when the 
drone goes out of control to ensure the safety of the UAV. 

The automated drone courier system utilizes UAVs to replace manual courier 
delivery, aiming to automate, unmanned and informatized courier delivery and 
improve courier delivery efficiency and service quality in order to alleviate the 
contradiction between courier demand and courier service capacity. At present, 
numerous companies have started to try to apply delivery drones. 
2.1 Amazon UAV Delivery Express 

Amazon made its first commercial drone delivery flight in the countryside and 
suburbs of Cambridge, England, after receiving permission from the U.K. Civil 
Aviation Authority 2016in 2007, and it took a total of 13 minutes from the time of the 
customer completed the order to the time the goods were received, with the entire 
process requiring no human control and the drone returning automatically after 
completing the delivery is shown in the figure 1. 

 
Fig 1. Amazon UK's first single drone delivery courier 

2.2 Swift Ant UAV and China Post Joint 

On September 19, 2016, the domestic startup company Swift Ant UAV and China 
Post Zhejiang Anji Branch jointly opened China's first drone express mail route. This 
express mail route using UAV delivery can reduce both delivery time and cost to half 
of the original. The UAV has a built-in self-developed intelligent control system, 
which can achieve fully automatic flight path and accurate landing through high-
precision sensors and machine vision. The flight speed and angle will be 
automatically adjusted according to the wind speed and weather conditions during the 
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flight, and the whole process only requires the staff to monitor the flight status and 
position of the drone through the cloud system, which largely realizes the unmanned 
delivery is shown in the figure 2. 

 
Fig 2. China Post uses drones for delivery 

2.3 Initial Applications in Emergency Blood Distribution 

In the emergency situation where medical resources are insufficient, traffic is 
inconvenient and time dependence is very strong, the use of drones can achieve rapid 
delivery of emergency equipment, drugs, blood and various specimens within the 
county, and the medical security of large events, medical emergencies of 
emergencies, etc. can be used to efficiently "grab time" by UAVs. For example, in the 
delivery of Zhejiang II Binjiang, the one-way land transportation time is 10min, the 
UAV is 6min, which shows a better timeliness. The time efficiency is good for the 
hospital round-trip emergency blood collection mode, the overall timeliness of drone 
delivery is significant, and is conducive to hospital manpower and transportation cost 
accounting, and the temperature fluctuation of blood component has no significant 
impact on the medical effect is shown in the figure 3. 

 
Fig 3. Zhejiang Blood Center uses drones to deliver blood 

3 Research and analysis of intelligent delivery drones based on 
optical flow sensors 

3.1 Optical Flow Positioning and Optical Flow Sensors 

The concept of optical flow was first introduced by biologist Gibson in1950. When 
we look at a moving object, the external environment creates a series of continuously 
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changing images on the retina. These images "flow" from the front of the retina 
(imaging plane) as if light were "flowing through", hence the term "optical flow". 
Optical flow is the apparent motion of the image with constant grayscale values of the 
image luminance pattern, which contains information about the motion of the pixels 
in the image, including velocity vectors and coordinate positions. Since the optical 
flow contains the approximate information of the target motion, it can be used by the 
observer to determine the approximate motion of the observed target and thus achieve 
the basic localization function of the moving target. Optical flow localization is 
usually performed with the help of an image acquisition device (e.g. a camera), which 
captures images of the surrounding environment. Assume that I(x, y, t) is a pixel 
point(x, y) at t time, the pixel point has moved on two frames of the image , Ɂy, Ɂt , 
since the luminance information of the same point is constant, the following equation 
can be obtained. 

� ,࢟,࢞)ࡵ ࢚) = ࢞)ࡵ + ࢟,࢞ࢾ + ,࢟ࢾ ࢚+ �(࢚ࢾ ����

Based on this equation, the instantaneous velocity and direction of movement of 
each pixel point of the image can be calculated (Lucas-Kanadealgorithm). These 
instantaneous velocities constitute a two-dimensional instantaneous velocity field 
called the optical flow field. The computed optical flow field vector enables precise 
positioning of the observed target and more accurate and smooth control of the target, 
as well as attitude control of the target object. 

The optical flow sensor is a device that detects the movement of an object and its 
position by capturing images of changes in the target operating environment and 
inputting pixel movement information to the main control board. The conventional 
optical flow sensor consists of four parts: power supply, camera, ultrasonic sensor, 
and microprocessor, and its working principle is shown in the figure 4. 

 
Fig 4. Schematic diagram of the working principle of optical flow sensor 

3.2 UAS Based on Optical Flow Sensor 

Autonomous positioning and real-time obstacle avoidance system 
The UAV positioning problem mainly refers to the use of its own sensors to 

determine the position and attitude information of the UAV in the flight environment 
relative to the inertial coordinate system. The widely used positioning method is 
mainly based on the Global Positioning System (GPS)[3]. The principle of 
autonomous positioning is different from that of GPS positioning, GPS sends the 
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position information of the UAV in the BeiDou coordinate system to the UAV, which 
is an absolute coordinate positioning. Autonomous positioning based on airborne 
equipment does not rely on the assistance of external information, and it cannot obtain 
absolute position information, but can only obtain relative position information of the 
UAV relative to the environment by capturing environmental information through 
airborne sensing equipment. Ifenvironmental information (e.g., environmental maps) 
is available, relative positioning can be achieved relatively easily. However, in 
unknown complex environments, UAVs need to use simultaneous localization and 
map building method (SLAM) to recover the environmental structure during motion, 
while using the recovered environmental structure to estimate their own positional 
information. The accurate attitude estimation is the prerequisite and foundation for 
achieving complex flight tasks such as UAV obstacle avoidance, trajectory planning 
and target tracking, while obstacle avoidance capability is particularly important for 
UAVs, and UAVs obstacle avoidance systems play an increasingly critical role in 
UAV applications[4]. 

SLAM is widely used in various fields. Among them, in the field of UAVs, 
SLAMcan be used to build local 3D maps quickly and can combine with geographic 
information systems (GIS) and visual object recognition technologies, which can 
assist UAVs to identify roadblocks and plan paths for automatic obstacle avoidance. 
The sensors currently used in SLAM are mainly divided into two categories: Lidar-
based laser SLAM (LidarSLAM) and vision-based VSLAM (VisualSLAM). 

MeihuiCao et al. of Tianjin University used optical flow sensors to obtain the 
velocity and position information of UAVs for autonomous control of UAVs under the 
loss of visual simultaneous localization and map building (SLAM) to achieve 
autonomous flight control of quadrotor UAVs. Although the visual SLAM algorithm 
has high accuracy, its dependence on map information in the environment is strong, 
and it is easy to cause the loss of map information in a structured environment[5]. In 
order to ensure the autonomous control of man-machine in the case of visual SLAM 
loss, Meihui Cao et al. introduced optical flow sensor as an auxiliary position 
information measurement unit and detected the matching ratio of feature points of 
visual SLAM algorithm by controlling the program: when the matching ratio is lower 
than 30%, it will switch to optical flow method to control automatically; and when the 
matching ratio is higher than 30%, it will switch to visual SLAM again. In the 
experiment to verify the flight control under the loss of visual SLAM map, the 
position control error of the UAVs automatic control direction is about ±0.1m, which 
proves the effectiveness of the optical flow sensor as an auxiliary position information 
measurement unit under the loss of visual SLAM . 

On this basis, ZhengkangJinet al. fromJianghan University used the Lucas-Kanade 
based optical flow algorithm to achieve UAV positioning control in environments that 
are not covered by GPS signals, such as indoor environments, greatly reducing the 
positioning error due to time accumulation with the help of traditional inertial 
navigation systems only. The Lucas-Kanadealgorithm is the most common and 
popular optical flow algorithm. Since it is based on the Taylor series of image signals, 
this method is called differencing, which is the use of partial derivatives for both 
spatial and temporal coordinates. 

A new monocular vision quadcopter obstacle avoidance method based on the 
fusion of pyramidal LK (Lucas-Kanade) and translational optical flow is proposed by 
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Hai Zhao et al. at Northeastern University. Supposing there are relatively moving 
objects in the scene, as shown in Fig5. The upper left part of the figure shows the real 
optical flow generated by the pyramid LK, where the vertical upward optical flow is 
the suspected obstacle, and the lower left part shows the translational optical flow 
derived from the single-strain transformation, and the fused optical flow is formed by 
superimposing the two onto the same image. 

 
Fig 5. Real optical flow and panning optical flow fusion 

The angle of the fused optical flow on the obstacle (the offset between the 
pyramidal LK optical flow and the translational optical flow) is obviously different 
from the other unobstructed parts, and the characteristics of one fused optical flow 
can be deduced by comparing the offsets. Therefore, by establishing the 
correspondence between the fused optical flow and the obstacle, it is possible to 
determine the obstacle. 

Using the above optical flow algorithm, UAVs can basically achieve autonomous 
positioning and obstacle avoidance. 
3.3 Hover Correction System 

The stability of the aircraft hovering in the air is an important indicator of the 
performance of this aircraft, and the main factors affecting the hover control are the 
low cost, the drift of the laired measurement unit itself and the error generated by the 
mechanical structure of the airframe itself. And this error often leads to the vehicle 
can’t hover atthe specified position and height. In order to solve the problems of 
aircraft hovering, scholars have conducted the following research. 

Using the PX4FLOW optical flow sensor and taking advantage of its high 
sensitivity, high pixel count, high data update speed, and the ability to acquire data in 
real time through the ground station software QGround Control, Qiang Lu et al. 
proposed a method to detect the horizontal movement speed of a quadrotor relative to 
the ground based on this sensor and use the MTI-G high-precision inertial 
measurement unit is used to compensate for the attitude angle of the quadrotor, and 
finally realize the air hover correction of the quadrotor. During the flight of the 
quadrotor UAV, ɔ is the pitch angle,Ʌis the cross-roll angle andɗis the yaw angle, as 
shown in Fig 6. The attitude control of the quadrotor in flight is the control of 
ɔ,Ʌandɗ. The hover control does not require high accuracy of yaw angle ɗ. The 
ɔandɅacquired by MTI-G have some error with the actual angle, so it will produce a 
slow drift in a certain direction. The optical flow sensor can detect the speed of 
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horizontal movement, which can compensate the attitude angle measured by MTI-G. 
Experiments show that the control algorithm can increase the attitude angle 
compensation according to the velocity feedback to overcome the drift phenomenon. 
The experimental analysis shows that the optical flow sensor-based hover correction 
method can effectively overcome the drift of the measurement unit itself and the error 
generated by the mechanical structure of the fuselage and achieve stable hover control 
of the quadrotor. 

 
Fig 6. 6FKHPDWLF�RI�SLWFK�DQJOH�ĳ��FURVV-UROO�DQJOH�ș�DQG�\DZ�DQJOH�ȥ�GXULQJ�WKH�IOLJKW�RI�

quadrotor UAV 

In response to the hovering instability of a miniature quadcopter caused by the 
larger drift error of the low-cost inertial sensor measurement unit, Jie Xia et al. from 
Wuhan University of Engineering proposed an optical flow sensor-based fixed-point 
and fixed-height hovering correction system. Of these, the optical flow sensor 
PMW3901 is used to collect the displacement of the aircraft in the x and y  axes 
during hovering with respect to the initial position as the error term and input to the 
corresponding series PID control to correct the aircraft's fixation error. Table 1 shows 
a comparison of the parameters before and after the PMW3901 was involved in the 
fixing correction. 

Table 1. Comparison of parameters before and after PMW3901 participation in fixed-point 
calibration 

Parameter 
Variable 

Before PMW 3901 participates 
in fixed-point correction 

After PMW 3901 participates 
in fixed-point correction 

Average offset 
pixel 

x:>100 
y:>100 

x:48.1175 
y:47.1177 

RMSE No valid estimate x:0.1052 
y:0.1026 

var No valid estimate x:5.424 0e-04 
y:4.357 5e-04 

Flight 
performance 

The relative fixed-point drift is 
random, and the drift distance is 
large, so that PMW 3901 cannot 

be measured 

The aircraft can basically 
realize fixed-point flight 

without obvious deviation 
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The experimental data shows that the PMW3901 optical flow sensor can 
effectively solve the hovering instability problem of the miniature quadcopter after 
participating in fixed point correction under the specified working conditions, and the 
vehicle can basically achieve fixed-point flight with strong stability. 
3.4 UAS Applications Based on Optical Flow Sensors 

The traditional UAV positioning systems use two types of systems, GPS positioning 
system and optical motion capture system. The GPS system is suitable for outdoor 
open areas. Once indoors or in places with many buildings, the accuracy of 
positioning will be affected due to signal blocking and interference. The GPS spatial 
positioning accuracy is 1-2 meters, which cannot reach the level of accurate 
positioning. Optical motion capture is suitable for indoor positioning, which requires 
cameras to be installed in all corners of the room to obtain the motion information of 
the UAV and feed it back to the drone, thus achieving the purpose of positioning. This 
type of positioning is more costly and only suitable for indoor use [6-8]. While 
systems equipped with optical flow sensors are able to run in unknown and GPS-free 
environments, such as indoor, caves, tunnels, etc. Compared to conventional sensor 
systems, camera-based optical flow sensing systems are widely used due to their 
accurate positioning, lighter mass, lower cost and smaller size[9]. The research on 
optical flow and optical flow sensors is relatively maturenow, and the above-
mentioned UAS equipped with optical flow sensors have achieved good results in 
their applications. 

Among them, the UAV autonomous positioning and real-time obstacle avoidance 
system equipped with optical flow sensors can achieve better results with or without 
GPS. Yong Pang et al. constructed a Marine rescue system based on quadcopter by 
realizing the autonomous positioning of UAV through the combination of GPS and 
optical flow sensors. Zhou Zhou et al. used optical flow sensors to calculate the image 
displacement frame by frame, which in turn achieved high accuracy positioning of the 
UAV in the absence of GPS signals indoors and achieved smoother control. Chaofan 
Yu et al. used the optical flow sensor and the improved potential field method to 
calculate the relative motion of the UAV and obstacles to plan the optimal flight path 
of the UAV, and successfully achieved the autonomous obstacle avoidance flight of 
the UAV. And ZengYou Han et al. used data from optical flow sensors and IMU 
modules to achieve accurate estimate of UAV velocity and position when the flight 
environment was unknown. 

In terms of hovering control systems based on optical flow sensors, Wuyang Zhang 
et al. from Shanghai University of Engineering and Technology used optical flow 
sensors in combination with ultrasonic sensors to achieve autonomous fixed-point 
hovering of a small quadrotor UAV in a GPS-free environment and achieved good 
control results, and ArreolaL et al. also achieved low-cost hovering by fusing dense 
optical flow algorithms, GPS and inertial components [10]. 

4 Development prospects 

In recent years, the development of the UAV industry has received a huge boost 
thanks to both policy and funding. With the integration of new technologies, new 
products with various functions will continue to emerge, and the potential and value 
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of intelligent delivery UAV will surely be gradually explored, even overturning the 
traditional logistics industry pattern. 

In the future, intelligent delivery drones will develop in a more professional, 
scientific and efficient direction. At the national level, unified industry standards and 
a perfect delivery system will be developed. At the social level, publicity will be 
strengthened so that the public can understand and accept the convenience and 
efficiency of UAV delivery; At their own level, the software and hardware 
environment will be optimized to address their own limitations. Although UAV 
delivery still suffers from many constraints, UAV delivery will definitely bring a 
major contribution to social development, as long as we seize the opportunity to 
develop properly. 

Acknowledgment 

Cooperative Education Program of the Ministry of Education (220504011055045) 

References 

1. C. Patruno, M. Nitti, A. Petitti, E. Stella, T. D’Orazio, A vision-based approach for 
unmanned aerial vehicle landing, Journal of Intelligent & Robotic Systems, 2019, 
95(2):645-664. 

2. Jamie Wubben, Francisco Fabra, Carlos T. Calafateet al, Accurate landing of unmanned 
aerial vehicles using ground pattern recognition, Electronics, 2019, 8(12):1532. 

3. Z. Wu, C. Jie, J. Wu, Y. Wang, C. Liu.Detecting genuine communities from large-scale 
social networks: a pattern-based method, The Computer Journal, 2013, 57(9):1343-1357. 

4. L. Wang, X. Liu, H. X. Wang, X. B. Wang, Research on obstacles avoidance for UAV 
SLAM, Applied Mechanics and Materials, 2014, 3485(635-637:1329-1334. 

5. Grabe, V.,  Bulthoff, H. H., Giordano, P. R., Nonlinear ego-motion estimation from optical 
flow for online control of a quadrotor UAV, The International Journal of Robotics 
Research, 2015, 34(8):1114-1135. 

6. Lucas, B. D, An iterative image registration technique with an application to stereo vision 
(darpa), Proc Ijcai, 1981, 81(3):674-679. 

7. Duchon, A. P., Warren, W. H., Robot navigation from a gibsonian viewpoint, Proceedings 
of IEEE International Conference on Systems, Man and Cybernetics, IEEE, 2002. 

8.  Serrano, F. J. , Moreno, V., Curto, B., Lves, R..Semantic localization system for robots at 
large indoor environments based on environmental stimuli, Sensors, 2020, 20(7):2116. 

9. Gageik, N.,Strohmeier, M.& Montenegro, S., An autonomous UAV with an optical flow 
sensor for positioning and navigation, International Journal of Advanced Robotic Systems, 
2013, 10(10):341. 

10. Arreola, L., Montes, D., Flores, A., Sanchez, J.&  Flores, G., Improvement in the UAV 
position estimation with low-cost GPS, INS and vision-based system: Application to a 
quadrotor UAV. Icuas18 the International Conference on Unmanned Aircraft Systems, 
2018:1248-1254. 

���



Method of Improving Logistics Distribution Efficiency  by Combining Small 
Multi-Rotor UAV with the Visual Recognition System 

Shuai Sun1(
), Weilun Xia2, Qiankun Zhu2, Zeping Han2 

1Engineering Training Center, Jilin University, Changchun, China 
2School of Mechanical and Aerospace Engineering, Jilin University, Changchun, China 

(
)Corresponding author: ss88311@jlu.edu.cn 

Abstract. Analysis of the Application of Small Multi-Rotor UAV in Logistics Distribution, Combining the Visual 
Recognition with Small Multi-Rotor UAV, Improving Multi-Rotor UAV Survey Capability through Visual 
Recognition System, put forward several logistics distribution schemes for multi-rotor UAV, solve the "Last-mile" 
problem of traditional logistics  

Keywords: UAV, Visual Recognition, Logistics Transportation 

1 Introduction  

With the development of computer science and internet technology, UAV is playing a more and more important role in 
people's life. It can be used in many aspects such as transportation and cargo transportation, agriculture, forestry and 
crop cultivation, and military fields to a large extent. 

Nowadays, UAVs are very effective in many industries, especially in logistics industry and E-Commerce Platform. 
Base on the existing platform system, the E-Commerce Platform complete this series of processes with the support of 
large data, robotic sorting and, UAVs distribution.  The usage of UAV in transportation industry mainly effect of 
cooperation between cargo transportation and branch research. By using this, it can improve the recognition ability in 
those remote area effectively. SF Express Company and JD Logistics Distribution Center have played the role of UAV 
well, which not only reduces the distribution costs, but also improves the efficiency of freight distribution. Small multi 
rotor UAVs can take off and land vertically or hover with the powerful maneuver ability. It is mainly applicable to low 
altitude, low speed, vertical take-off, landing and hovering tasks. Therefore, it can be applied in the distribution of most 
scenarios [1]. Small multi rotor UAVs can be remotely controlled by radio equipment or cruise at a fixed point by 
relying on its own geographic information, which greatly improves transportation efficiency. At the same time, aiming 
at the distribution problems in some areas with poor road conditions, small multi-rotor UAV has great application 
prospects and excellent application potential. In this paper, the visual recognition system based on OpenMV will be 
combined with several new transportation schemes of small multi-rotor UAVs to solve the "last mile" problem which 
perplexes the logistics and transportation industry. 

2 Brief Introduction about Advantages of Small-multi rotor UAV Cooperating with 
Visual Recognition in the Distribution Process 

2.1 Introduction of Visual Recognition landing System Based on OpenMV 

Traditional UAV landing positioning technology depends on inertial navigation system and global positioning system. 
However, with the development of UAV technology and the improvement of UAV technical requirements, there are 
some problems in navigation, such as accumulated errors of inertial components, too sensitive to initial values, and GPS 
not always available. The traditional navigation accuracy can no longer meet the requirements of the precise landing of 
UAVs. 

Computer visual navigation is beginning to cut a striking figure of science and technology. Computer vision 
technology uses installed cameras to obtain digital image information from the external environment and uses computer 
algorithms to analyze the effective information of the acquired image, such as shape, scale, etc. The UAV runs and 
arrives at its destination based on this valid information. At this stage, there is a UAV location method based on QR 
code recognition. The style of the April tag (as shown in Figure 1) is similar to a QR code and is not complicated. The 
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processor can reduce the amount of calculation required and satisfy the real-time requirements, so the accuracy landing 
is greatly improved [2]. 

The main process of UAV loaded with such devices is to use GPS to let the UAV land close to the charging base 
station, using the visual device to identify the April label icon on the charging base station, and then realize fixed-point 
landing. 

 
Fig1. April tag 's family 

The main process of UAV loaded with such devices is to use GPS to let the UAV land close to the charging base 
station, using the visual device to identify the April label icon on the charging base station, and then realize fixed-point 
landing. 

When the UAV reaches the location specified by GPS, GPS locates the first ground wire near the target point and 
turns on the OpenMV camera. After successfully receiving the OpenMV startup flag, the UAV enters the self-stabilizing 
mode (exit if the number of retries is exceeded) [3].In self-stabilizing mode, the throttle and angle control of the UAV 
are not locked and can be controlled flexibly. The system analyzes the serial port processing function, and PID 
calculation adjusts the UAV attitude in time. After landing successful, turn off the motor to complete landing. If there is 
an error in data reception during this process, then request OpenMV to reinitialize. Through this process, the UAV can 
automatically land at a fixed point (refer to Figure 2 for the detailed process). 

 
Fig 2. UAV fixed-point automatic landing process 

2.2 Advantages of the Combination of UAV and Visual Recognition 

1) Higher positioning accuracy: Compared with ordinary GPS, the positioning accuracy of UAV equipped with visual 
recognition is higher, even reaching to millimeter level. 

2) Faster recognition speed: The visual recognition system has the characteristics of high efficiency and high degree 
of automation. It also has a very fast response speed and can achieve a very high recognition speed. 

3) Stronger security performance: The UAV equipped with visual recognition system can maintain a safe distance 
when detecting the target, which greatly improves the overall safety and prevents the occurrence of damage. 

4) Stronger endurance and stability:The UAV equipped with visual recognition system can work stably for a long 
time because it improves the charging efficiency. 

5) More detailed software control: The location, batch and shelf life of inventory goods can be carefully managed by 
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using back-end management software such as intelligent warehouse management platform.�� 

3 Several New Automatic UAV Distribution Schemes 

3.1 Star Structure Distribution Scheme 

In this section, we will introduce a simple automated UAV distribution scheme. This scheme is inspired by the star 
structure in the computer networks and the method ants transport food in nature (as shown in Figure 3). 

Detailed process: When the goods arrive at the first-level transfer station (the initial unloading transfer station when 
the express arrived in a city), the detection system immediately detects the information in the QRcode on the goods, 
judges the delivery location, and plans a nearest route through the internal intelligent algorithm. Before distribution, the 
UAV performs self-inspection. If there is no abnormality, the UAV will send it to various secondary transfer station 
(some medium-sized transfer stations in the city). After the goods are delivered, the time data is written in the QR code 
of the goods, the storage area is addressed using the visual recognition system, and the goods are temporarily stored in 
chronological order. After that, the UAV will be tested for remaining power. If the power is sufficient, it will directly 
return to the first transfer station. If the power is insufficient to support the return, it will use the positioning system and 
the visual recognition system to find the wireless charging pile and stop accurately to complete the charging. The 
equipment self-inspection and process are shown in Figure 4. 

The secondary transfer station assigns tasks according to the UAV equipment. At this stage, the process is the same 
as above, and the UAV sends a message to the recipient to prompt the delivery. After completing the overall dispatch 
process, the UAV returns to the secondary transfer station. 

 
Fig 3. Overall layout of Star structure Distribution 

 
Fig 4. Schematic diagram of UAV status during transportation 

���



3.2 Truck Delivery and UAV Distribution Scheme 

In general, end-of-line distribution will set up first-level distribution stations in major regions. According to actual 
needs, set down market segments and multi-level distribution stations will be set up. Trucks will depart from sorting 
center to various distribution sites and then distribute downward from these sites. This section will present a method to 
improve traditional delivery by using trucks and UAVs to deliver multiple packages.[4] 

There are now randomly distributed customer demand points within a defined flat area. Considering the limitation of 
the UVA maximum load capacity and flight distance, replace multi-level distribution stations with regional optimal 
nodes, and complete all distribution tasks with UAVs instead of distributors. For this reason, we make the following 
assumptions: 

Trucks have enough capacity to carry packages and small multi-wing UAV equipment, all the UAVs are equipped 
with Prime Air, with a maximum load of 2.3kg, the full working radius is 8km. 

The UAV can only be released and retracted at the optimal assembly    point but cannot take off and land on a 
moving truck. 

Without calculating the loading, maintenance, and launch time of the UAV, the default UAV unit can return to the 
charging point of the truck through the visual recognition system and GPS, then they are able to complete the next 
mission (Note: No-fly restrictions due to weather, policies, laws and regulations are not considered)ĹStarting from the 
first assembly truck, all distribution tasks are completed and returns to the first assembly point to form a closed loop are 
shown in Figure 5. 

 
Fig 5. Schematic diagram of truck transport method 

There are many advantages: By using the truck to transport UAVs and using UAVs to deliver goods can reduce a 
large number of construction costs associated with transit stations. Users are classified by using intelligent algorithms, 
then assemble, and finally the optimal delivery route is set using the dynamic planning system. It can reduce a lot of 
labor costs and save the total delivery time. Moreover, installing wireless charging devices on a specific section of the 
road will greatly improve its endurance. The UAV carries a visual identification system, which will make it possible for 
the UAV to deliver continuously. 

4 Development Trend and Prospect of Small Multiwing UAV in Distribution 

4.1 Development Trend of Small Multiwing UAV’s Distribution 

The combination of electronic fence technology and logistics cloud monitoring system: Electronic fences provide no-fly 
zones for UAVs, and logistics cloud monitoring systems provide routes, weather, and other services for UAVs. At the 
same time, real-time data collected from the UAVs will be transmitted to the airline company as a supervisory authority 
to supervise the logistics UAVs .In the future, the regulatory cloud systems will be open and shared among different 
logistics companies. Through the monitoring system, application of those data could be directly from the air traffic 
control department. After the application is approved, the cloud system plans the route according to the actual situation. 
UAVs from different logistics companies can access monitoring cloud systems for information [5]. 

1) By using visual recognition system, the logistics and distribution UAVs have a longer life, more accurate 
delivery, and more efficient operation. 

2) In the future, the logistics UAVs can be charged and packaged by using the "UAV+Mobile UAV Center" 
instead of being limited by endurance and load. Through the tag system and the visual recognition system, package 
could be delivered accurately and effectively [6], which solves the "last-mile" problem of UAV logistics really, 
accelerates the integration of policy and technology. 

3) At present, there are no applicable laws and regulations for UAV logistics and distribution, and most UAVs 
operations still follow the general aviation standards. "Unmanned Distribution" has never been a simple technical issue, 

���



but a systematic issue that requires the cooperation of the government, upstream and downstream industry chains, and 
all sectors of society. Therefore, we should actively carry out policy research, standardize UAV service and formulate 
targeted regulatory policies [7]. At the same time, we would research and issue corresponding industrial policies to 
support production, sales, operation, and other aspects, and accelerate the integration and innovations of policies and 
technology.[8] 
4.2 Prospects for Small Multi-Rotor UAV Combined with Visual Recognition System in Delivery 

In recent years, people have seen the "magical power" of UAV from live TV broadcasts many times. Despite in the 
situation that complete disruption of power, transportation and network, the unmanned aerial vehicles hovering over the 
disaster area can always bring back the local disaster situation, landform and other conditions at the first time. It not 
only allows the masses to intuitively understand the situation of the people in the disaster area, but also provides a large 
number of reliable basis of the relevant departments to make decisions in the disaster relief and rescue work [9]. Now, 
the people's travel and driving route navigation, rainfall probability forecast, pollution index prompt and other big data 
applications from UAVs have become normal services that available to everyone [10]. 

Additionally, using aerial views, public entertainment can be enhanced. It is generally believed that under the 
guidance of the country’s policy of opening up the low-altitude flight, the area of unmanned aerial vehicle application 
will be further expanded. 
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Abstract. With the continuous development of the tourism industry, it has 
become a crucial issue to grasp the needs of tourists and accurately select 
suitable tourist attractions and related tourism services. The prediction model of 
popular tourist attractions can well solve the problem of decision-making of 
attractions in tourism activities. For tourists, it can help them choose the scenic 
spot products with the highest tourism utility, and for travel agencies, it can also 
improve customer satisfaction and efficiency. In this paper, a prediction system 
for popular tourist attractions is established, and a big data fusion algorithm is 
introduced into the system to collect users' browsing data of scenic spots. By 
comparing the prediction accuracy of the system designed in this paper with the 
gray prediction model, the prediction system based on the big data fusion 
algorithm is verified. The prediction accuracy of popular attractions is higher. 

Keywords: Big Data Fusion Algorithm, Popular Tourist Attractions, Prediction 
Model, Prediction Accuracy 

1 Introduction 

As the core decision of a tourist activity, the choice of tourist attractions largely 
determines the quality of the tourist activity. Since tourism requires a relatively large 
investment of time cost, capital cost, physical cost, etc., the expectation of choosing the 
best tourist attractions is stronger, and the selection method is particularly important. 
Reasonable selection of scenic spots can enable tourists to choose tourist attractions 
that meet their own needs, which is of great significance in all aspects. 

So far, many scholars have studied the prediction model of popular tourist 
attractions based on big data fusion algorithm, and achieved good results. For 
example, a scholar designed a tourist attraction recommendation system using 
knowledge-based recommendation. The system simulates the way of a tour guide and 
provides users with interesting tourist information according to the historical behavior 
of user operations. However, if you want to obtain accurate recommendation 
information, It is necessary to update the knowledge base from time to time to adapt 
to the changing interests and preferences of users, but it is difficult to implement [1-2]. 
A scholar believes that online word-of-mouth information has an achievement effect 
on tourism decision-making. Good word-of-mouth information can enable 
decision-makers to make decisions more accurately and quickly. At the same time, it 
also establishes a good image for scenic spots and promotes the optimal development 
of scenic spots. Information can change decision makers' perception of scenic spots, 
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eliminate the desire to travel, and reduce the attractiveness and competitiveness of 
scenic spots at the same time [3]. Although there are many related literatures on the 
prediction model of popular tourist attractions, the prediction model established at 
present cannot meet the needs of tourists and travel agencies. 

This paper expounds the key steps of the prediction model of key tourist attractions, 
and then proposes several big data fusion algorithms and gray prediction models. 
After designing a prediction system for popular tourist attractions based on big data 
fusion algorithms, the system is used to predict the gold of last November. Weekly 
word frequency search rate of popular scenic spots, and comparing the prediction 
accuracy of the system and the gray prediction model, the experiments prove that the 
system designed in this paper is feasible to predict popular scenic spots. 

2 Predictive Model Establishment and Big Data Fusion 
Algorithm 

2.1 Construction of a Tourist Attraction Prediction Model 

In some current studies, some scholars select the scenic spots and tour routes with the 
highest evaluation scores from the perspective of scenic spot evaluation [4]; some 
scholars have studied the optimization algorithm for maximizing the satisfaction of 
customers' personalized needs [5] Some scholars use the grey relational analysis 
method to recommend tourist destinations to tourists based on their past tourist 
information and data [6]. However, looking at the research results in recent years, 
scholars have studied the selection of scenic spots from different angles, and there is no 
systematic method and model. In this regard, in order to facilitate tourists to choose 
tourist attractions, this paper summarizes several stages of establishing a tourist 
attraction prediction model: 

Tourist demand expression stage. When tourists have travel motives, they will 
make a preliminary judgment on their own needs. Therefore, when tourists first come 
to travel agencies for consultation, they will first put forward some of their own 
established constraints, and travel agency staff will recommend several types 
according to the requirements of customers. Corresponding tourist attractions [7]. 

Tourist demand mining stage. After the tourist motivation is generated, tourists will 
collect relevant information based on past experience or through various channels to 
form a general set of demand conditions. However, tourists are often inexperienced or 
have limited information, and the demand raised in the demand expression stage may 
not be enough. To be comprehensive, it is necessary to tap the potential needs of 
tourists at this time. According to the tourists' personal information and past travel 
data, the tourists' preferences are analyzed, and the tourist attractions that the tourists 
may like are recommended [8]. 

Requirement re-determination stage. When the set of alternatives filtered according 
to the needs of tourists and the set of recommended alternatives are generated, the 
demand data of tourists may be affected by the set of alternatives and make changes. 
At this time, the needs of tourists need to be detailed finalized [9]. 

The final selection stage. When all the alternatives and the final needs of tourists 
are determined, the alternatives can be selected. The selection of tourist attractions 
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can be regarded as a multi-attribute decision-making process, according to the 
attributes of each scenic spot and its importance. Select the best spots [10]. 
2.2 Big Data Fusion Algorithm 

The generation and application of data fusion is based on multiple levels of theoretical 
and practical knowledge, such as decision theory, network technology [11]. At this 
stage, there are still many debates on the theory in this area, and the existing systems all 
have loopholes to varying degrees. As the application scope of data fusion becomes 
more and more extensive and its importance gradually becomes prominent, many 
scholars have begun to match some specific fusion theories with real application 
scenarios and propose feasible algorithms [12]. 

1) Reliability data fusion: According to the reliability of different data sources, 
assign different weight values, rather than regard each data source as equally 
important. That is, more weight is given to data sources with high reliability, and less 
weight is given otherwise. This method is a reliable data fusion algorithm. 

2) Bayes fusion: Bayes' rule refers to updating the previous likelihood estimate if 
an observation is added on the basis of determining the likelihood ratio. According to 
Equation 2.1, when new observations are added, the posterior probability can be 
obtained based on the prior probability of a given hypothesis. 
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In the above formula, Ei (i=1,2,...,n) represents the hypothesized event space, Aj

(j=1,2,...,n) represents the event space constructed by the observed values, )(EiP  
represents the prior probability, the sum of the probability of obtaining event Ei  in 
different situations; )(AjP  represents the normalization constant, )|( EA ijP  
represents the probability of acquiring the observed value Aj  when Ei  appears; 

)|( AE jiP  represents the probability that the hypothetical event Ei  occurs while 
acquiring Aj . 

Feature data fusion: Feature-level data fusion uses feature-based information 
extraction for monitoring each data node (such as the location, status, etc. of the 
extracted object) according to the specific situation. After the extraction is completed, 
the vector of the feature will be formed. The vector is fused, and then it is described to 
a certain extent according to the fusion situation. 
2.3 Grey Prediction Model 

The gray system model uses a certain data column to predict the effect size of the future 
time, and also has a good prediction effect on the data column with unknown 
information. When analyzing the structure of the grey prediction system, it is found that 
many data can only be verified by the experimenter's own logic theory to prove the 
correctness of the relationship. But in fact, the gray prediction model that can be 
established is not the only one, it can only be a model established by the experimenter 
from a certain perspective or aspect, in order to establish the correctness of the model. 
The three basic forecasting models based on gray system include GM(1,1) model, 
DGM(1,1) model and Verhulst model. 
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The gray GM(1,1) prediction model takes popular tourist attractions as model 

samples, denoted as X )0(

, and its sequence form is shown in formula (2). 

))(),...,2(),1(( )0()0()0()0( nxxxX                (2) 

X )0(

 includes n popular attractions. 

3 Design of a Prediction System for Popular Tourist Attractions 
Based on Big Data Fusion Algorithm 

When tourists choose tourist attractions, they usually browse the tourist attractions 
information on the tourism APP first. The information is transmitted to the big data 
platform, and the recommendation function of the APP can recommend the attractions 
for them according to the user's browsing traces. The prediction system designed in this 
paper can collect the information of user browsing. 
3.1 Design of Data Acquisition Module 

There are two main ways of data collection: API and crawler. The acquisition of 
network data is generally realized by the method of web crawler, that is, the entry URL 
is set in the program of the web crawler, and then the crawler program will store the 
desired target webpage content locally through the designed data fusion algorithm. For 
other valid URLs in the web page, it will be used as the entry address of the web page 
data to be crawled next, and the web crawler will not terminate until the crawling ends 
or the set end condition is met. 
3.2 Extract the Design of Key User Modules 

In the network search data, as long as you master the basic computer operations, you 
can experience and apply it. Therefore, any user can publish information and eliminate 
those data that are meaningless for our research, which can not only reduce the overall 
data processing volume, It can also improve the correctness of the experiment. 
3.3 Design of Tourism Information Dissemination Trend Analysis Module 

The design of this module is based on the premise of obtaining high-frequency tourism 
keywords. If we can analyze the way of information dissemination, then we can get the 
specific situation of information dissemination. In this paper, according to whether the 
obtained high-frequency tourism keywords are forwarded by a large number of users, 
they will become highly popular keywords on the Internet in a certain period of time in 
the future. 

4 Experimental Analysis 

4.1 Application of Popular Attractions Prediction System 

Many people will find a good strategy on the travel APP before traveling, then the big 
data will record the user's search and browsing records. In this experiment, the data 
from September 21 to September 29 last year was intercepted on a travel APP, and the 
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data during this period was used to predict the popularity of tourist attractions in the 
next period of time. The experiment predicts the data from September 30 to October 11 
of the year. These data can be obtained through the data collection module in the 
tourism popular scenic spot prediction system. We can directly read the data to process 
the analysis. We take out the top five keywords from the high-frequency tourism 
keyword collection, and the five keywords represent the five most searched attractions, 
that is, popular attractions. Then calculate the percentage of the search term frequencies 
of these five popular attractions in all searched attractions word frequencies in each 
time period. The word frequency growth trend of each keyword is obtained as shown in 
Figure 1. 

 
Figure 1. Percentage of search term frequencies for popular tourist attractions 

The abscissa of Figure 1 is the date of every three days from September 21 to 
October 11 as a time period, and the ordinate is the percentage of the word frequency 
of high-frequency tourism keywords in all keyword word frequencies. From Figure 1, 
we can clearly see that the popularity of each scenic spot keyword during the period 
from September 30 to October 11. Attraction A is still the most popular tourist 
attraction, and its popularity remains the highest. Attraction B and Attraction C The 
popularity of these two attractions is similar, and attractions D and E are the least 
popular among the 5 attractions. Secondly, the popularity of these tourist attractions 
peaked from October 3rd to October 5th. In the following period, the popularity of 
various tourist attractions has declined, which is also in line with the reality that 
people travel during the Golden Week of November. behavior is consistent. The 
results of this prediction are consistent with the actual attractions that people travel 
during the Golden Week. The prediction results can provide a reference value for 
everyone to make travel decisions during the Golden Week. Try to avoid the peak 
travel period and choose the appropriate travel time and attractions , which can not 
only make oneself play happy but also bring certain convenience to others' travel. 
4.2 Comparison of Prediction Accuracy 

In this experiment, five levels of popular scenic spots were selected. The data samples 
of each level of scenic spots are shown in Table 1. This sample is also the scenic spot 
data searched by users on some travel apps. There are 60, 75, 60, 50, and 80 sample 
data of popular attractions at level 1, level 2, level 3, level 4, and level 5, respectively. 
Then compare the prediction accuracy of the prediction system based on the big data 
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fusion algorithm and the gray prediction model proposed in this paper, and the results 
are shown in Figure 2. 

Table 1. Data sample of popular tourist attractions 

 Number of samples 
Level 1 Popular 60 
Level 2 Popular 75 
Level 3 Popular 60 
Level 4 Popular 50 
Level 5 Popular 80 

 
Figure 2. Prediction accuracy results 

As shown in Figure 2, the prediction accuracy of the popular scenic spot prediction 
system based on the big data fusion algorithm proposed in this paper is higher than 
that of the gray prediction model, and the prediction accuracy of the system increases 
with the increase of the sample size of people's scenic spots. The increase in scenic 
spot information browsed on the APP will allow the system to collect more tourist 
tendencies, and then predict the tourist attractions trends. This also shows that the 
prediction system designed in this paper is effective in predicting the tourism trend of 
popular scenic spots. 

5 Conclusion 

In the era of big data, tourists can obtain a large amount of data through many channels 
when choosing tourist attractions. Most of these data are meaningless or unhelpful. 
However, this paper can collect tourists' search records before traveling by designing a 
prediction system for popular tourist attractions. , and recommend attractions according 
to the needs of tourists. The research on the forecast model of tourist attractions is 
conducive to subdividing customer needs, matching the needs of tourists to the greatest 
extent, and helping tourists make travel decisions. 

95.8 
97.2 

93.5 

91.4 

98.7 

92.6 
91.3 

87.8 
89.2 

94.5 

82

84

86

88

90

92

94

96

98

100

1 2 3 4 5

Pr
ed

ic
tio

n 
ac

cu
ra

cy
(%

) 

Popular attraction level 

Big data fusion algorithm prediction system Grayscale prediction model

���



References 

1. Buevich A , Sergeev A , Shichkin A , et al. A two-step combined algorithm based on NARX 
neural network and the subsequent prediction of the residues improves prediction accuracy 
of the greenhouse gases concentrations. Neural Computing and Applications, 2021, 
33(5):1547-1557. 

2. Hall C M , Ram Y . Measuring the relationship between tourism and walkability? Walk 
Score and English tourist attractions. Journal of Sustainable Tourism, 2019, 27(1-3): 
223-240. 

3. Kankhuni Z . Exploring the relationship between travel motivations and preferred tourist 
attractions: A case of New Zealand and The United Kingdom. Ottoman Journal of Tourism 
and Management Research, 2019, 4(1):378-395. 

4. V Hernández·Antaolalla, P Sanz΁Arcos. Following Death: Suicide as Tourist Attraction 
through Popular Culture. Journal of popular culture, 2019, 52(6):1290-1311. 

5. Kaharuddin S , Al W , Sibolga I , et al. Determinants of Tourist Attraction of the Heritage 
Tourism. Journal of Environmental Management and Tourism, 2021, XII(2(50)):507-514. 

6. Kim N , Choi W H . The impact of tourism identity of tourist streets, as tourist attractions, 
on city tourism satisfaction: focus on city travellers at Hwangridan-gil, Gyeongju. Journal of 
Hospitality and Tourism Studies, 2020, 22(3):15-28. 

7. Yelim, Kim, Yong-Hoon, et al. The Role of Tourist Behaviour in The Determination of 
Tourist Attractions. International Review for Spatial Planning and Sustainable Development, 
2018, 6(4):62-75. 

8. Kim S T . An Impact of Tourism Risk Perception on Intention to Visit Tourist Attractions : 
Focusing on Mediating Effect of Tourist Attitude. Journal of Tourism Enhancement, 2020, 
8(4):77-95. 

9. Wahurwagh R A , Chouragade P M . Popular Place Prediction and Image Recommendation 
Using Hierarchical Multi-Clue Modeling for Tourist. International Journal of Computer 
Sciences And Engineering, 2019, 7(4):969-972. 

10. Ayoubi R , Kaboli S . A Fast Vacuum Arc Detection Method Based on the Neural Network 
Data Fusion Algorithm for the High-Voltage DC Power Supply of Vacuum Tubes. IEEE 
Transactions on Plasma Science, 2020, PP(99):1-10. 

11. Abdunabiyev, Shahbozbek. A Fusion Detection Algorithm Targeted to Gene Expression 
Outliers Using Rna-Seq Data. Acta of Turin Polytechnic University in Tashkent, 2018, 
8(2):4-4. 

12. N Zoppetti, Ceccherini S, Carli B , et al. Application of the Complete Data Fusion 
algorithm to the ozone profiles measured by geostationary and low-Earth-orbit satellites: a 
feasibility study. Atmospheric Measurement Techniques, 2021, 14(3):2041-2053. 

���



Application of Genetic Algorithm in Rail Transit 
Comprehensive Monitoring System 

Hui Lin(
) 

Shanghai Interlink Road &Bridge Engineering Co., Ltd, Shanghai 200000, China  
(
)corresponding author: 472609100@qq.com 

Abstract. Over the years, various countries have been committed to studying 
how to optimize the entire monitoring system, especially for urban rail transit 
systems. At present, with the continuous development of rail transit, great 
changes have taken place in its operating environment, working principles, and 
technical indicators. Rail transit monitoring has played a large role in the 
development of rail transit. It can effectively solve the problem of failures in the 
operation of existing equipment and reduce the interference caused by the 
mutual influence of various subsystems on the line. However, due to the 
complexity and dynamic characteristics of rail transit, it is inevitable that there 
will be loopholes in monitoring. At the same time, genetic algorithm searches 
for the global optimal value by simulating biological evolution and natural 
selection mechanism, and it also has a good development prospect in the 
application of global optimization problem. This article adopts experimental 
analysis method and data analysis method to better understand the data 
transmission flow of the integrated monitoring system through experimental 
research, so as to analyze the performance of the system. According to 
experimental research, the monitoring system used in this experiment has the 
ability to process a large amount of information at the same time under extreme 
conditions, and will not cause network paralysis; and while ensuring the stable 
operation of the system, it also leaves a certain amount of space for future 
operation transformation. 

Keywords: Genetic Algorithm, Rail Transit, Integrated Monitoring System, 
Control Strategy 

1 Introduction 

The rail transit integrated monitoring system is a kind of intelligent, advanced and 
integrated features, and can realize unified control and management of the entire city's 
rail lines, thereby effectively improving the overall operating efficiency. At the same 
time, genetic algorithm is a random search optimization method that simulates 
biological evolution and natural selection. It has the characteristics of fast global 
convergence and strong robustness. It is widely used in many fields in actual 
engineering. In order to ensure the safe operation of the entire rail transit, it must be 
comprehensively monitored and optimized to realize the efficient, safe and stable 
operation of the overall rail transit system. Therefore, this article focuses on the 
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application of genetic algorithm in rail transit integrated monitoring system to improve 
its overall operating efficiency. 

At present, the research results on rail transit and genetic algorithms are relatively 
rich. For example, Sun Wang pointed out that the particle swarm genetic algorithm 
has a good effect on optimization problems, which is conducive to shortening the 
return interval of rail transit trains to the terminal station and improving operation 
efficiency [1]. Zhang Dan believes that in recent years, urban rail transit has 
developed rapidly. The rail transit monitoring system has played an important role in 
ensuring the safe and efficient operation of trains [2]. Wang Ning proposed that rail 
transit and conventional public transportation are the two most important components 
of the public transportation system. At the same time, genetic algorithms have a 
greater impact on the optimization of public transportation routes [3]. Therefore, this 
article combines genetic algorithms to conduct in-depth research on the rail transit 
integrated monitoring system, which has important practical significance and research 
value for improving the operating efficiency of the urban rail transit system and 
ensuring the safe operation of the urban rail transit system. 

This article mainly discusses these aspects. First, the genetic algorithm and its 
related research are explained. Then, it discusses the rail transit integrated monitoring 
system and related research. In addition, the application of genetic algorithm in rail 
transit train control strategy is also introduced. Finally, in order to better understand 
the performance of the integrated monitoring system, an experimental study was 
carried out for the system, and the experimental results and analysis conclusions were 
drawn. 

2 Related Theoretical Overview and Research 

2.1 Genetic Algorithm and Related Research 

Genetic algorithm is a search optimization algorithm based on natural selection and 
genetic mechanism. In the case of an optimization problem, it is calculated and solved 
by imitating the natural evolutionary law of the population. It can also solve the 
research problems of nonlinear programming and analysis of complex systems. 

In nature, gene coding and selection are all operated by imitating animal behaviors 
to obtain optimal solutions. This optimization method has the characteristics of 
randomness, strong self-organization ability and good robustness, but it also has some 
shortcomings. For example, the search space is too large, which can easily lead to 
premature convergence and insufficient individual diversity [4- 5]. 

The genetic algorithm first assumes that a group consists of many genetically 
coded individuals, where each individual is actually a unit with a unique chromosome. 
Under the premise of survival of the fittest and survival of the fittest, the first 
generation population was created, which will evolve from generation to generation. 
In each generation, individuals are selected according to the suitability of individuals 
in the problem area, and genetic calculations derived from natural genetics are used to 
combine hybridization and mutation to form a population that represents a new 
collection. This process will cause the descendants of the population to adapt to the 
environment more like natural evolution than the previous generation, and find the 
optimal individual. 
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Although genetic algorithm has many advantages compared with traditional 
optimization algorithms, research shows that genetic algorithm also has its 
shortcomings. One is that the genetic algorithm is too slow to deal with certain 
problems. Secondly, genetic algorithm is prone to premature phenomenon that makes 
the algorithm fall into local optimal solution. 

As a widely used direct search algorithm, genetic algorithm has applications in 
many fields, especially in automatic control, planning and construction, combination 
optimization, disease treatment, image processing, signal processing, artificial life and 
other fields. At present, genetic algorithms are mainly used for traveling salesman 
problems, vehicle route optimization problems, route optimization problems, and 
workshop planning problems [6-7]. 
2.2 Rail Transit Integrated Monitoring System and Related Research 

With the rapid development of cities and rapid population growth, it has also brought 
about the problem of traffic congestion. The development and maturity of rail transit 
technology has made the development of rail transit another important choice to solve 
traffic congestion. Among them, the integrated monitoring system plays an important 
role in rail transit. The rapid development of rail transit construction puts forward 
higher requirements for the integrated monitoring system. 

In recent years, integrated monitoring systems have been popularized in major 
cities across the country. This method is now used in many integrated subway 
monitoring systems. In this way, the automatic train control system (ATC) works 
autonomously, which is extremely beneficial to the safe operation of the subway. 

At present, the rail transit integrated monitoring system widely used in China is an 
integrated monitoring system with equipment monitoring as the main body. It can be 
said that the integrated monitoring system is becoming the development trend of the 
national urban rail transit automation system. Developed countries often adopt the 
most advanced technology and equipment, and achieve a high degree of integration, 
which also reflects a country's comprehensive scientific and technological strength, as 
well as the level of operation and management. 

The main function of the rail transit integrated monitoring system is to realize 
real-time monitoring and automatic regulation of trains during operation through 
effective control of the entire urban road network, sections and stations. It can also 
monitor the information between different road sections and key nodes [8-9]. The 
network structure of the integrated monitoring system is shown in Figure 1. 
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Station 
layer

Interface 
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Figure 1. Network Structure of Comprehensive Monitoring System 

The rail transit integrated monitoring system is the nerve center of rail transit. The 
control center is equivalent to the brain of this central system. It detects the operating 
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status of the entire rail transit system and adjusts its operation based on this 
information. 

The function of the integrated control system is related to the operation mode of 
the rail transit system. The different operation modes of the rail transit system 
determine the operation mode of the integrated control system. The integrated 
monitoring system has these functions. 

First, under normal circumstances, the control center of the integrated monitoring 
system is usually responsible for monitoring the entire line and various related 
professional systems. Turn on or turn off various devices according to the given work 
process and working mode, and display information such as power system, lighting 
system, environmental control system and guidance information according to train 
operation information, passenger flow information of each station, and environmental 
monitoring information of each station. 

Second, the integrated monitoring system plays an extremely important role in the 
disaster model. When the detection device detects the occurrence of a disaster, the 
detection device sends an alarm message to the system, and the system automatically 
switches to the appropriate disaster operation mode according to the type of 
information received. Alarm information is displayed on the monitoring interface of 
the integrated monitoring system. In addition, it also includes information such as 
video images of the disaster area, equipment status, train operation status and location. 
In the disaster mode, the integrated monitoring system conducts a series of system 
coupling tests according to the disposal measures of the disaster management center, 
which greatly improves the ability of the rail transit system to resist disasters. 

Third, when the main equipment system (such as power system, traction system, 
etc.) fails, the system automatically enters the failure mode and plans according to the 
nature of the failure. According to the requirements of fault management measures, 
reset the control mode of the equipment operation authority and revoke the remote 
control authority of the equipment. At the same time, notify the maintenance 
personnel to eliminate the fault according to the maintenance plan, and the system 
will return to normal operation after the fault is eliminated [10-11]. 
2.3 Application of Genetic Algorithm in Rail Transit Train Control Strategy 

When using the genetic algorithm, the train model should be combined with the control 
strategy to control the "operation" of the train model in advance. Write down the 
various parameters that can be reflected by the control reserve in order to identify the 
advantages and disadvantages of the control strategy, so that the train should run in a 
safer and more energy-efficient manner.The genetic algorithm uses the deterministic 
selection method. After the mutation operation, the best retention selection method is 
adopted to obtain the most adaptable chromosomes in the child population and the 
parent population, so as to extract the best chromosomes from the previous generations. 
The increase in the calculation speed of the algorithm also increases the convergence of 
the algorithm [12]. The specific calculation method is shown in formula (1)(2). 
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Among them, Wu is the expected survival number of the u-th individual in the 
next-generation population, R is the size of the population, and du is the fitness of the 
u-th individual. The integer part of R is the number of survival of each individual in 
the next population, and then the individuals are sorted in descending order according 

to the decimal part, and the first one is added to the next population. � �uWfloor  
function is the floor function. 

3 Experiment and Research 

3.1 Experimental Background 

The stability of the integrated monitoring system directly affects the safe operation of 
rail transit. The integrated monitoring system must not only ensure a reasonable 
structure in the planning stage, but also pay attention to the safety of the system, so as to 
ensure the safety of citizens using rail transit. Under normal circumstances, the system 
can operate normally. Therefore, we must first analyze and test to verify the 
performance of the system and troubleshoot in time to deal with disasters or extreme 
situations. Therefore, it is very necessary to understand the performance of the system. 
3.2 Experimental Environment 

In this experiment, the test tools will use C306 front-end processor, SystematICS, 
human-machine interface and excel. The C306 front-end processor is the data center of 
the distributed data acquisition system of the rail transit integrated monitoring system. 
It distributes data to different geographic locations through its own serial port, Ethernet, 
fieldbus and other communication media according to a specific communication 
protocol. The front-end processor C306 is composed of a power supply module, a CPU 
module, a serial port module, and an MMI module. These modules are connected 
through the backplane bus of the C306 device. 
3.3 Experimental Process 

The purpose of this experiment is to better understand the data transmission flow of the 
integrated monitoring system, so as to analyze the performance of the system. 
Therefore, this experiment tests the typical station LAN traffic, LAN traffic, and OCC 
network traffic of the monitoring subsystems PSD, PA, CCTV, and BAS. Some test 
results are shown below. 

4 Analysis and Discussion 

In this experiment, in order to understand the data transmission flow of the integrated 
monitoring system, the typical station local area network traffic, local area network 
traffic, and OCC network traffic of the monitoring subsystems PSD, PA, CCTV, and 
BAS were tested. The test results are shown in Table 1. 
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Table 1: Data Transmission Flow of Comprehensive Monitoring System 

Monitoring 
subsystem 

Typical station LAN 
flow(Byte) 

LAN flow(Byte) OCC network 
flow(Byte) 

PSD 1700 37600 37500 
PA 300 4700 6900 

CCTV 900 10600 10800 
BAS 9000 19900 19000 

 
Figure 2: Data Transmission Flow of Comprehensive Monitoring System 

As shown in Figure 2, the local area network traffic of the monitoring subsystems 
PSD, PA, CCTV, and BAS are 37600, 1700, 10600, and 19900 bytes, respectively. It 
can be seen that the monitoring system for this experiment has the ability to process a 
large amount of information at the same time under extreme conditions without 
causing network paralysis; and while ensuring the stable operation of the system, it 
also leaves a certain amount of space for future operation transformation. 

5 Conclusion 

With the rapid development of rail transit and related technologies, in order to ensure 
the safe operation of the entire rail transit, it is necessary to monitor the operating 
conditions of the equipment in the subway station in real time to achieve dynamic 
control. At the same time, its integrated monitoring system needs to be optimized to 
ensure the safe operation of rail transit. Genetic algorithm has been widely used at 
present, it is by imitating the survival of the fittest mechanism in nature, and 
continuously optimizing the solution space structure to obtain the optimal parameters. 
Therefore, this article combines genetic algorithm to conduct in-depth research on rail 
transit integrated monitoring system, which has important practical significance and 
research value for promoting the informatization construction of urban rail transit. 
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Abstract. This paper analyzes the influencing factors of the construction effect 
of inland river VHF system from the aspects of topographic factors, background 
noise, navigation facilities and antenna installation. Based on the classical 
Reason Model, an improved Opposite-Reason Model is proposed to construct 
the inland river VHF system. Under the condition that all influencing factors are 
met, the effect of inland river VHF system will reach the best. On this basis, the 
construction effect of inland river VHF communication system is analyzed from 
the aspects of safety supervision, emergency disposal, law enforcement and 
service. 

Keywords: Inland River, VHF, Topographic Factors, Background Noise, 
Coverage Prediction 

1 Introduction 

As an important means to ensure the safety of ship navigation, VHF communication 
system is the most frequently used communication mode for ships entering and 
leaving the port, production command and dispatching, berthing and ship intersection. 
It is an important part of safety supervision and emergency disposal system[1-4]. 
VHF communication equipment is the communication equipment specified by the 
International Maritime Organization (IMO) and China's ship inspection 
specifications. Due to its simple equipment and convenient use, it has been widely 
used in China's coastal and inland rivers. At present, all kinds of motor ships sailing 
on China's inland river trunk lines are basically equipped with VHF radio 
communication equipment. 

China's inland waters have complex terrain, many mountains and deep valleys, and 
are subject to the basic construction conditions such as power supply and 
communication. The construction of VHF system has some problems, such as difficult 
layout and huge construction cost[5,6]. The existing VHF base station mainly relies 
on the existing infrastructure construction of the maritime system. It is generally close 
to the water surface and at a low altitude. It is vulnerable to the shelter of mountains 
on both sides, river crossing bridges, ship locks and other tall facilities, and the 
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coverage is small in actual use; Moreover, most of the existing base stations are 
located in urban and rural population gathering areas, and the electromagnetic 
environment is becoming worse and worse, which also affects the communication 
effect of the existing VHF system to a certain extent. Combined with relevant 
engineering experience, this paper puts forward the construction model of inland VHF 
communication system. 

2 Analysis of Influencing Factors 

2.1 Topographic Factors 

According to the division of VHF frequency band by the International 
Telecommunication Union (ITU), the working frequency band of water mobile radio 
communication is 156~174MHz and the wavelength is 1.72~1.92m. According to the 
principles of physics, when the size of the obstacle is about equal to or smaller than 
the wavelength, VHF radio wave has a certain diffraction ability. However, if the size 
of the obstacle is much larger than the VHF wavelength, it will block the VHF radio 
wave and form a coverage blind area. Therefore, in the actual project, the location 
with higher terrain shall be selected as far as possible to ensure the coverage in 
combination with the VHF communication coverage requirements when the 
construction conditions allow. 

 
Fig 1. VHF base station A coverage effect 

Fig.1 shows the coverage effect test results of an inland river VHF base station in 
China. The red dot in the figure indicates that the communication effect is good, the 
yellow dot indicates poor communication quality, i.e. covering the blind area. The 
altitude of VHF base station a is about 450m and the antenna height is about 18m. 
Theoretically, the water area is within the effective coverage of base station A. 
However, there is a high mountain with an altitude of 480m on its north side, which 
blocks the VHF base station, resulting in a coverage blind area of about 7.5km, which 
is about 6km away from the VHF base station. 

Fig.2 shows the typical geographical environment of China's inland rivers, with 
high mountains on both sides and deep valleys on the river. This terrain greatly 
restricts the coverage effect of VHF base stations. Therefore, topographic factors 
should be considered in the layout and construction of inland river VHF 
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communication system. 

  
Fig 2. Typical geographical environment of inland river 

2.2 Background Noise 

With the development of social economy and the continuous expansion of urban 
scale, the electromagnetic environment around VHF base station is deteriorating, and 
the communication effect is greatly affected. The main factors affecting the 
electromagnetic environment around the VHF base station include transmission lines, 
substations, automotive electrical equipment, etc. At the same time, with the increase 
of construction projects, welding equipment, electrical cranes, generators and other 
equipment and facilities are frequently used in the construction process, resulting in 
the obvious deterioration of the regional electromagnetic environment in VHF 
frequency band and the increase of background noise power. The increase of 
background noise power is more obvious in specific periods (such as dense 
construction in white days). 

In practical engineering, the comparison test results of background noise between 
urban base stations and mountainous base stations show that the background noise in 
urban areas is significantly higher than that in mountainous areas. Fig.3 shows the real 
ship test results of VHF base station B coverage effect. The altitude of base station B 
is about 90m and the antenna height is about 80m. The coverage blind area on the east 
side is caused by high mountains. Theoretically, if there is no shelter in the west of the 
base station, it should be well covered within 25km, but there is a coverage blind area 
about 10km away from the base station, which is caused by the strong background 
noise around the city, resulting in the reduction of communication quality and 
reliability. 

VHF band has a long communication distance, and a large number of sailing ships 
carry out daily and emergency communication through VHF. The ship VHF radio 
transmission power is small. When the ship navigation area is far from the base 
station, the ship communication signal power received by the base station is small. 
With the increase of noise power around the base station, the received signal-to-noise 
ratio will decrease, which will affect the actual communication effect. Therefore, in 
the process of inland VHF base station layout and system construction, we should pay 
attention to the impact of background noise. 
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Fig 3. VHF base station B coverage effect 

2.3 Navigation Facilities 

As a navigation facility, ship lock is common in inland river areas. Taking Guangxi, 
China as an example, the navigation mileage of Xijiang trunk line is 570km, with 27 
ship locks of Laokou ship lock, Xijin ship lock, Guiping ship lock, Datong gorge hub 
and Changzhou water control hub, which has improved the channel conditions of the 
reservoir area to a certain extent, promoted the large-scale, standardization and 
specialization of ships, and improved the safety of ship transportation. 

 
Fig 4. VHF base station C coverage effect 

Fig.4 shows the actual ship test results of the coverage effect of inland VHF base 
station C. the altitude of base station C is about 106m, and the antenna erection height 
is about 30m. An inland river ship lock is located in its west side, about 13km away 
from base station C, which directly cuts off the communication of VHF base station C 
in the west side[7]. 

The ship lock is often higher than the water surface, and the navigable ship is 
usually lower. As shown in Figure 5, the signal of the ship passing through the ship 
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lock and near the ship lock is often lost due to the shielding of the ship lock facilities. 
Therefore, in the construction of inland river VHF communication system, it is 
necessary to fully consider the shielding of navigation buildings such as ship lock to 
the signal, reasonably select the base station and avoid the impact as far as possible. 

 
Fig 5. Inland river trunk ship lock 

2.4 Antenna Installation 

VHF communication system generally uses vertically polarized whip antenna, and the 
antenna installation shall comply with the following requirements: 

x When the VHF base station needs to set up more than two antennas, in order 
to increase the isolation of the two antennas, the isolation must be considered to 
reduce the interference between them. The minimum distance required between 
antennas is calculated according to the following formula: 

39.557 log 22.263I H �                  (1) 

Where I represents antenna isolation (dB), H represents the minimum distance 
required between the bottom of the receiving antenna and the top of the transmitting 
antenna (m).  

The antenna isolation I is calculated by the following formula: 

137 10logPT 20logI S In � � �                         (2) 

Where PT represents the radiated power (W) of jamming transmitter, taken as 50W; 
S represents the sensitivity of the interferHG� UHFHLYHU� �ȝ9��� WDNHQ� DV� ����XY�� ,Q�
represents a certain anti-interference index (dB) of the interfered receiver, taken as 95 
dB. 

The antenna shall be installed on the riverside to avoid shielding the antenna by the 
tower itself. 

On the premise of ensuring the antenna erection height, the feeder length of each 
station shall not be greater than 50m to reduce the signal attenuation caused by feeder 
loss. 

A certain transverse distance shall be ensured between the antenna and the support 
tower, and the antenna support cross arm shall not be less than 500mm. In the actual 
ship test of inland river VHF communication system, it has occurred that the 
transverse distance between the test antenna and the tower is too small, resulting in 
communication interruption or poor communication quality. 

���



2.5 Other Factors 

In addition to the above three factors such as terrain, background noise and navigation 
facilities, the construction of inland river VHF communication base station also needs 
to consider transmission, support tower, land and other factors: 

x The base station should be located at a location convenient for transmission 
or renting (or self built) transmission lines. 

x Try to rely on its own resources or public resources for antenna erection and 
equipment placement. In principle, no new land or iron tower will be built. Focus on 
other communication stations with complete supporting facilities and convenient 
transportation. 

x Connect with the existing projects, and put forward the coverage of VHF 
communication system in combination with the construction planning of inland water 
transportation on shipping trunk lines. 

3 Construction of Inland River VHF System based on 
Opposite-Reason Model 

3.1 Classical Reason Model 

In 1990, James Reason constructed the Reason Model, which believed that isolated 
factors could not lead to accidents, which were caused by the simultaneous 
destruction of multiple defense systems, as shown in Fig.6. The Reason Model mainly 
includes light and defense system. The light is the risk factor in production and life, 
and the defense system is represented by cheese. These cheese layers overlap to make 
up for their respective defects and vulnerabilities. Under normal conditions, the 
location and size of vulnerabilities are constantly changing. When the holes in each 
cheese are aligned, an accident opportunity hole will be generated, resulting in the 
failure of the whole system. In this case, the light will cross the defense system 
through the holes, resulting in the occurrence of accidents. This process is essentially 
the role of continuous accumulation of negligence, so it is also known as cumulative 
behavior effect. 

 
Fig 6. The Reason Model 
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3.2 Classical Reason Model 

Based on the classical Reason Model, this paper puts forward the Opposite-Reason 
Model, which believes that a single good factor will not directly lead to the success of 
the system, and the excellent construction effect of the system is realized by the 
satisfaction of multiple good influencing factors at the same time. As shown in Fig.7, 
the Opposite-Reason Model mainly includes illumination and advanced system. 
Illumination is the influencing factor in a system. The advanced system is represented 
by cheese. These cheese layers overlap, and the location and size of vulnerabilities are 
constantly changing. When the holes in each cheese are aligned, an opportunity hole 
for system construction will be generated. In this case, the illumination will pass 
through the advanced system through the hole, and finally realize the construction of 
the system. 
3.3 Inland river VHF system based on Opposite-Reason Model 

Combined with the analysis of influencing factors in Chapter 2, this paper constructs 
the construction model of inland river VHF communication system based on the 
Opposite-Reason Model, as shown in Figure 7. A successful inland river VHF 
communication system must meet the conditions of topographic factors, background 
noise, navigation facilities and antenna installation at the same time, so as to achieve 
good regional ship shore communication coverage effect. 

 
Fig 7. The Opposite-Reason Model 

The construction of inland river VHF communication system needs to follow the 
Opposite-Reason Model proposed in this paper, consider a variety of influencing 
factors, and carry out system construction when each factor meets the conditions, so 
as to have a good communication effect. 

4 Analysis of Construction Effectiveness 

4.1 Meet the safety Supervision on Inland Water 

With the continuous promotion of the development strategy of inland water 
transportation, inland water transportation has ushered in new development 
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opportunities. The main and tributary channels of inland rivers have been 
continuously expanded and reconstructed, and the trend of large-scale ships is 
significant[8]. The contradiction between the increasing pressure of inland water 
safety supervision and the insufficient capacity of the existing VHF communication 
supervision means of the maritime system is prominent. In order to meet the 
development needs of inland river safety supervision and implement the inland river 
water transportation development strategy and relevant planning, it is necessary to 
vigorously build the inland river VHF communication system. 
4.2 Improve Emergency Response Capacity 

The frequent occurrence of inland river accidents is closely related to its complex 
navigation environment. The main inland waterway is mostly curved and narrow, and 
the local ship flow and ship density are too large, which has a certain adverse impact 
on the safe navigation of ships. VHF communication includes distress alarm, search 
and rescue communication and on-site communication. It is an important link of 
maritime distress search and rescue, and runs through the whole distress rescue 
process[9]. With the accelerated pace of inland shipping construction, the traffic flow 
of inland ships is increasing, and the pressure of water safety supervision continues to 
increase. Inland waters are facing new requirements to enhance maritime service 
capacity, emergency rescue capacity and communication support capacity. 
4.3 Adapt to Maritime Law Enforcement Mode 

The mode of maritime supervision has changed from static supervision to dynamic 
supervision, from pre supervision to in-process and post-supervision. The maritime 
department is responsible for the emergency disposal of water emergencies, water 
search and rescue, navigation order management, cruise law enforcement and traffic 
control[10]. The development of relevant work requires the reliable support of VHF 
communication system, which can achieve timely feedback and rapid disposal, and 
run through the whole process of post rescue work. Therefore, strengthening the 
construction of VHF communication system is an effective measure to adapt to the 
reform of maritime law enforcement mode. 
4.4 Improve Information Services 

Service is one of the essential attributes of inland shipping. Inland shipping faces all 
production departments of the economy along the river. The service process runs 
through all aspects of social production and circulation, and is closely related to the 
life of the people along the river. A healthy shipping environment requires rich and 
accurate information services. Water safety information can be broadcast through 
VHF communication system, and ship users can obtain the necessary information to 
the greatest extent in multiple periods, so as to predict the traffic situation in relevant 
waters, so as to be vigilant in complex navigation environment and consciously abide 
by navigation rules. 

5 Conclusion 

As an ideal mode of transportation, inland shipping has the characteristics of strong 
stability, environment-friendly and energy saving. With the increase of inland river 
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navigation mileage and ship traffic volume year by year, the pressure of safety 
supervision of inland river navigation waters is increasing. Combined with the 
experience of inland river VHF communication system construction project, this 
paper constructs the inland river VHF communication system based on the Opposite-
Reason Model from the perspectives of topographic factors, background noise, 
navigation facilities and antenna installation, so as to provide reference for 
construction or decision-making departments. 
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Abstract. With the in-depth development of smart grid and the continuous 
improvement of the demand for power supply reliability, the scale of power 
communication network is expanding rapidly, the power communication 
equipment is diversified, the proportion of traditional power communication 
services such as voice, stability and protection is declining, and the remote 
control business, information management business and intelligent 
communication business of transmission and distribution network are 
increasing. The development of power communication will also usher in a 
qualitative leap. Based on the analysis of the intelligent on-line monitoring 
system of telecommunication general electrical equipment, this paper discusses 
the functional requirements of the intelligent on-line monitoring system, the 
hardware structure of the monitoring terminal, and the design and 
implementation of the database server. Through the remote on-line condition 
monitoring algorithm of the communication tower, the TCP throughput and 
delay data of openflow switch and goose switch are tested, The results show 
that the measured TCP throughput of openflow switch is about 500mbit / s, and 
the maximum is no more than 570mbit/s. The measured TCP throughput is in 
line with the reality. The TCP throughput of goose Ethernet switch in the same 
network environment is obviously not as large as that of openflow switch. 
Therefore, the throughput performance of openflow switch is good; For the 
high-speed switch, the delay of 1518 bytes and below is required to be less than 
1ms in the least ideal case. Openflow switch has smaller delay, so it is feasible 
to apply it to the on-line monitoring system of substation equipment. 

Keywords: Telecommunication, General Electric Equipment, On-Line 
Monitoring System, Intelligent System 

1 Introduction 

With the expansion of modern industrial scale and the improvement of complexity, the 
requirements for the reliability and safety of key equipment are also increasing. 
Therefore, the remote online status monitoring system has been paid more and more 
attention. At present, the output signal and communication protocol of the sensor do not 
form a unified standard. The traditional remote online condition monitoring terminal 
needs to be customized in terms of hardware and software according to the selected 
sensor, which leads to its weak expansibility and universality. Therefore, this paper 
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studies the intelligent on-line monitoring system of general electrical equipment based 
on remote communication. 

Based on the analysis of the intelligent on-line monitoring system of general 
electrical equipment in telecommunication, many scholars at home and abroad have 
studied it. Kravets o J discusses a method of monitoring and Optimization in telecom 
networks with packet routing. The mathematical model of data network for 
monitoring traffic structure is described, and the optimization task is determined. It 
mainly focuses on the model development based on Queuing Theory in order to 
generate standby capacity in the system. Aiming at the optimal parameter selection of 
the monitoring system, the model puts forward the solution technology of similar 
tasks. The obtained optimization task is complex enough, and subsequent attempts 
should aim to find conditions that can introduce some constraints, so as to simplify 
the solution without obvious loss of the adequacy of the model, which is particularly 
important for asynchronous monitoring tasks [1]. Novilla a uses fuzzy logic method to 
design a monitoring system based on Internet of things. It includes monitoring the 
normal activities of manufacturing machines to establish a reference for their status; 
Then, the data collected from the sensor are monitored and analyzed in real time. The 
network based on fuzzy logic is used for state detection. The system adopts host, 
network, Ethernet module, embedded system gateway, sensor, microcontroller (MCU) 
and other components, which are integrated through the Internet to realize the 
monitoring system, and uses cloud computing technology and Internet of things 
devices to safely store, monitor and analyze the data collected by these devices [2]. 

The remote communication general-purpose electrical equipment intelligent 
on-line monitoring system designed in this paper solves the problems of universality 
of data acquisition related to electrical equipment and long-distance wireless real-time 
data transmission. The database server is used for data storage, which effectively 
solves the problems of reliability and access convenience of data storage, and fully 
verifies the reliability of the remote monitoring system in long-time experiments and 
practical applications. Through the analysis of the remote monitoring system, the 
overall scheme of the monitoring system is determined. A set of universal monitoring 
data acquisition module is designed to effectively solve the problems of slow data 
transmission speed and data loss [3]. 

2 Intelligent On-line Monitoring System for Telecommunication 
General Electrical Equipment 

2.1 Functional Requirements of Intelligent Online Monitoring System 

At present, the management of the control layer supports two ways. One is the 
monitoring terminal equivalent to the industrial master computer, through which users 
can communicate with the server to complete the monitoring, query and control of the 
equipment; The other is to log in to the server anytime and anywhere through the user's 
mobile phone, query and display the operation status of the authorized power station 
unit, obtain the operation status information parameters, and also start and shut down 
the equipment [4,5]. All management operations of hydropower station monitoring 
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system are concentrated on the monitoring terminal. Intelligent terminal based 
monitoring functions: 

1) Data acquisition function: The monitoring terminal can query the operation 
status and technical parameters of the generator set through the server, including 
vibration signal, partial discharge signal, air gap parameters, temperature, excitation 
device, accident fault information, pressure, speed, etc. At the same time, it can also 
measure and record the AC and DC signals input by other sensors (current 
transformer, voltage transformer, etc.). 

2) Data processing function: Through the statistics and calculation of the state 
information transmitted by the unit equipment, draw various curves, make 
three-dimensional or low-pressure hydro generator unit potential spectrum, analyze 
and predict the fault according to the trend chart and historical data, and send the 
prediction results to the dispatching center to complete the functions of fault 
prediction, analysis and diagnosis. 

3) Display function: The display function of the monitoring terminal is divided into 
two types: real-time display and query display. Real time display refers to several 
status information always displayed on the main display interface, including recording 
time, system status, water level, power factor, active power, fault status and other 
information [6]. Query display is to manually query various data and system operation 
status parameters, including electromechanical voltage and current, grid voltage and 
current, power generation, excitation information, power supply voltage, temperature 
and other information. 

4) Control function: According to the system requirements or instructions issued by 
the superior, the control cabinet of the generator set in the power station will be 
started, shut down, on-off, emergency shutdown, fault removal, prohibition of start-up, 
permission of start-up and other actions. For generator closing and power factor 
regulation, the monitoring system can complete the control function through the 
designed automatic quasi synchronization device and power factor regulation device 
[7]. 

5) Printing function: The computer of the monitoring terminal is connected to the 
printer and has the functions of timing printing, accident printing and command 
printing. Timing printing is to set the time in advance and automatically print the 
operation data within the specified time. Accident printing is that the system prints out 
fault data when the generator unit fails. Command printing is to print historical data or 
statistical data tables and data charts according to random commands. 
2.2 Hardware Structure of Monitoring Terminal 

ARM processor module: the processor module is the data operation and control core of 
the system. It is composed of ARM processor, memory and data storage chip. The 
memory adopts SDRAM type smart chip to provide high-speed data access space 
during system operation. The data storage chip adopts NAND flash to provide the 
system with large capacity and data storage space without loss in power failure. 

Sensor interface module: the system realizes communication with various sensors 
through the sensor interface module. In addition to the voltage signal, other types of 
sensors can be directly connected to the monitoring terminal, and the voltage signal has 
no unified standard. It needs to be transformed into a 5V power down signal through 
an external conditioning circuit to be connected to the monitoring terminal. 
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Power module: in the embedded system, because different state chips have 
different requirements for voltage value and stability, the power module needs to 
convert the voltage. The power supply module is composed of switching power 
supply module and DC / DC conversion chip, which converts the external battery 
voltage into various stable DC voltages to realize the normal power supply of the 
system. Configuration parsing module: the configuration parsing module parses the 
configuration file provided by the user [8, 9]. The file contains a series of table items. 
W is used to describe the communication protocol of the sensor, and customize the 
sampling method and processing algorithm of the sensor. The module contains JSON 
parser, lexical analyzer and parser. The conversion from text file to internal data 
structure of the program is realized through compilation technology. Data acquisition 
module: the data acquisition module realizes a universal data acquisition framework, 
and realizes the complete data acquisition process combined with the communication 
protocol and sampling control parameters provided by the configuration file. The 
event driven model is used in the module to realize the whole process. The model is 
implemented based on Linux multiplexing mechanism to realize the timely response 
to data acquisition and improve the efficiency of the program. 

Data processing module: the data processing module realizes the data processing 
algorithms commonly used in condition monitoring, such as Fourier transform for 
time-frequency domain transformation, extreme value processing for monitoring 
extreme conditions, median processing for eliminating accidental errors, mean 
processing for reducing state deviation, etc. In addition, the data processing module 
also provides port limit alarm monitoring. Once the state quantity deviates from the 
normal threshold, it is necessary to send alarm data to the monitoring [10]. The 
selection of data processing algorithm and the threshold of port limit can be set in the 
configuration file. Data storage module: the data storage module provides local 
persistent data storage services for other modules in the software. Since the operating 
conditions of monitoring terminals are often in industrial sites or remote areas, it is 
difficult to ensure a stable operating environment. In case of power failure, restart and 
other situations, the unsent data, especially the alarm data, need to be written into the 
memory for persistent storage, and can not be deleted until it is successfully uploaded 
to the server. 

Network communication module: the monitoring terminal and the monitoring 
server use HTTP protocol for communication. I the network communication module 
encapsulates the implementation of HTTP protocol, realizes the network 
communication service, and provides a unified call interface for other modules. Due 
to the complex and uncontrollable external network conditions, the network 
communication module adopts a certain retransmission strategy to ensure the 
successful upload of data. Software and configuration update module: in some 
application scenarios, the deployment cost of the monitoring terminal is relatively 
high and the deployment volume is relatively large. Therefore, when the terminal 
software needs to be updated, it needs to be updated automatically through the 
network to reduce the operation and maintenance cost of the monitoring terminal. The 
software update module regularly monitors whether there are software updates or 
configuration updates. During the update, it ensures that the current running task of 
the program ends gracefully and the state recovery after heavy shoulder [11]. 
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2.3 Design and Implementation of Database Server 

The server database has a strong portability feature, which can eliminate the need to 
redistribute the processing data storage space. The main functions and advantages of 
the database server are as follows: the routine data maintenance of the database mainly 
includes the storage of real-time data of the tidal current power generation device and 
the use of third-party software to export the data of the tidal current power generation 
device for data analysis. If the database is configured correctly, it can be backed up or 
restored in time. The database has strong parallel operation ability, and different users 
may access the database server at the same time. Therefore, the database server is 
required to have strong parallel operation ability and be able to handle different events 
at the same time. Reduce the programming amount of client and server and shorten the 
development cycle. The database provides a set of software interfaces used in data 
transmission and basic operation: API. Set up a special database administrator. Only 
with the authorization of the administrator can you call the real-time monitoring data in 
the database, which effectively improves the security of the monitoring data. The 
system performance is improved and easy to expand. The database server can reduce 
the network overhead, coordinate the work of all parts, and avoid competition and 
waste of resources [12]. Support horizontal expansion and some vertical expansion of 
multiple servers with the same type of processor. 

3 Remote On-line Condition Monitoring Algorithm for 
Communication Tower 

In the remote online condition monitoring project of communication tower, it is 
necessary to conduct real-time condition monitoring on the static inclination, maximum 
swing angle and swing frequency of communication tower. Therefore, a dual axis 
inclination sensor is selected in the project. According to the two output angles A1 and 
A2 of dual axis inclination, the spatial inclination of communication tower can be 
calculated, and its positive and negative are consistent with A1. The calculation is as 
shown in formula (1) (2): 

2
2

1
2 sinsinarcsin JJJ �                 (1) 

1cossin 22  � JJ               (2) 

In each monitoring cycle (set as 600 seconds), 1024 spatial dip angles are collected 
with a sampling frequency of 10Hz, and the mean value of these 1024 sampling 
points is calculated respectively. The static inclination, maximum swing angle and 
swing frequency of the communication tower can be obtained by maximum 
calculation and Fourier transform. At the same time, the normal threshold ranges of 
the three values are set as Yang, [0,1], [0,5], [0,2], and the units are degrees, degrees 
and Hertz respectively. Once the normal values are exceeded, an alarm message will 
also be sent to the monitoring. 
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4 Experimental Test and Analysis 

4.1 Throughput Measurement 

Measurement of TCP throughput of openflow switch: the measurement is repeated for 
10 times, each lasting for 60s. The measurement results are shown in Table 1 and figure 
1: 

Table 1. TCP throughput of openflow switch and goose Ethernet switch 

 1 2 3 4 5 6 7 8 9 10 
Open Flow 
throughput 452 508 478 423 499 489 570 446 501 512 

GOOSE 
throughput 241 263 188 210 260 209 211 227 219 246 

 
Figure 1. TCP throughput of openflow switch and goose Ethernet switch 

It can be seen from the figure that the measured TCP throughput of openflow 
switch is about 500mbit/s, and the maximum is no more than 570mbit / s. Because 
this rate is much smaller than the maximum load of other devices in the measurement 
environment, the measured TCP throughput is in line with the reality. The TCP 
throughput of goose Ethernet switch in the same network environment is obviously 
not as large as that of openflow switch, so the throughput performance of openflow 
switch is better. 
4.2 Time Delay Measurement 

From the current experimental results, the performance of openflow is mainly 
measured in forwarding, and the throughput is taken as the main parameter. But in 
general, there will be packet delay. The standard special message marking method is 
used to measure the delay. Ensure that the test lasts long enough, and the 
synchronization with physical time must be repeated several times. In the switch 
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performance test, the delay under different message lengths should be tested. Each 
sending process lasts 30 seconds, and the message lengths are 64, 128, 256, 512, 1024, 
1280 and 1518 bytes respectively. The corresponding delay measurement results are 
shown in Figure 2: 

 
Figure 2. Delay under maximum load with different message lengths 

It can be seen from the above figure that the delay varies with the message length. 
For high-speed switches, the delay of 1518 bytes and below is required to be less than 
1ms in the most unsatisfactory case. It can be seen from the figure that the results 
meet the benchmark requirements, and the openflow switch has smaller delay. 
Although the delay of industrial Ethernet switch in intelligent substation is also 
smaller than the benchmark, it can be seen from the figure that the openflow switch 
has smaller delay. If the switch does not have the function of network management, it 
is easy to lead to network storm. The special working mode of openflow network can 
just prevent the occurrence of network storm, so it is feasible to apply it to the on-line 
monitoring system of substation equipment. 

5 Conclusions 

As an auxiliary system of power generation device, remote monitoring system is of 
great significance to ensure the reliable operation of electrical equipment. The 
monitoring terminal developed in this paper has been tested by actual projects, and can 
well meet the function, standardization and universality of remote online condition 
monitoring in all aspects, but it still needs to be improved: configuration file generation 
tool. At present, the configuration file is generated by manual editing, which will 
inevitably lead to wrong input. If the application program with graphical interface is 
used, the configuration file is automatically generated by Wizard, which can simplify 
the operation, improve the correctness and writing efficiency of the configuration file, 
and control the output; At present, the monitoring terminal can realize one-way 
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equipment status information acquisition. If it can output signals to the standby at the 
same time to form closed-loop control, or realize remote control based on the network, 
it will make the terminal have greater application value. 
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Abstract. How to improve the real-time, solve target tracking under complex 
background has always been a hot research topic. The purpose of this paper is 
to study sports video moving target detection and tracking based on particle 
filtering and related algorithms. Firstly, several common target detection 
algorithms are introduced. The principle of particle filter and particle filter 
tracking algorithm are introduced in detail, and its advantages and 
disadvantages are analyzed in detail. In order to improve the real-time 
performance of the algorithm, the average weight of the particles is used as the 
judgment condition to judge the distribution of the predicted particles. Only 
when the average weight of the particles is less than a certain threshold, it 
means that the average probability of the particle state being the true state of the 
target is small. At this time, the particle swarm optimization algorithm is used to 
optimize the predicted particles, and then the global extreme value when the 
algorithm converges is output as Estimation of the target state. The 
experimental results show that the tracking accuracy of the improved algorithm 
in this paper is 97%. 

Keywords: Particle Filter, Sports Video, Moving Target, Detection and 
Tracking 

1 Introduction 

Visual information is an integral part of human perception. With the development of 
computer science, the use of computers to replace the human visual system to process 
environmental information has become important [1-2]. Computer vision is an 
emerging discipline that studies how to effectively use computers to realize a 
human-like visual system, so that computers can analyze and understand the objective 
world like humans [3-4]. In real life, people tend to be more interested in moving 
objects because dynamic images provide richer information than static images. It is 
significance to study moving target detection [5-6]. 

Animation detection technology and monitoring technology are two key 
technologies to understand intelligent video surveillance [7]. Shahraki H proposed a 
small infrared detection method called Grayscale Absolute Glass Disposable Window 
(SW-AAGD). The algorithm, derived from the interpretation of the fully differential 
algorithm, has a strong potential for mass gain and the ability to reduce background 
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clutter in infrared images. A common challenge with gray is that due to the thin edges 
of small objects, a full difference algorithm is required in selecting the appropriate 
object and bottom window. To calculate the effectiveness of the proposed algorithm, 
the algorithm is applied to many real-time images, including the real world, 
noise-to-noise ratio (SCR), background noise factor (BSF), and receiver performance 
characteristic (ROC) in the calculation. The results demonstrate the effectiveness of 
membership assignment in the general function of search algorithms [8]. Wa Ng X 
proposed an automatic search method for HFSWR based on multidirectional writes. 
First, perform a clutch and statistical analysis to understand the different clutch areas 
over time. Analysis of actual data shows that the clutches in the HFSWR system are 
field and geometrical orientation dependent. Second, supported by this information, 
we develop a fixed-rate positive frequency index (MDDL-CFAR) based 
multi-directional dictionary, where the field information and geometric orientation are 
determined by the multi-dimensional dictionary [9]. Therefore, research on 
acquisition and tracking techniques becomes more important, and efforts are needed 
to increase the speed of scientific and practical applications [10]. 

This paper first briefly discusses several types of moving target detection 
algorithms, then introduces the theoretical basis of particle filter, and analyzes the 
particle filter algorithm. A moving object detection method based on visual attention 
mechanism. The improvement of the model and particle filter algorithm is proposed, 
and then the video sequence is preprocessed by using the visual attention mechanism 
with motion features to detect the region of interest. Finally, the improved particle 
filter algorithm is applied to the region of interest to segment the moving target. 
Through experiments, the rationality and effectiveness of the improved model are 
verified. 

2 Research on Sports Video Moving Target Detection and 
Tracking Based on Particle Filter and Related Algorithms 

2.1 Commonly Used Moving Target Detection Algorithms 

(1) Optical flow method 
When the object is moving, a velocity field will be formed on the surface, and the 

velocity vector of the moving pixel and the stationary pixel is different, so as to detect 
the moving target [11]. When the target moves, the corresponding sports field also 
moves. From the sports field, it can be found that the motion vector of the pixels on 
the moving target will be significantly different from the motion vector of the 
background pixels. According to the different characteristics of the motion vectors, 
the moving target and the background area are divided to complete the dynamic 
analysis of the image [12]. 

(2) Difference method between frames 
By setting a specific threshold, if the change of pixel gray value exceeds the preset 

threshold, it will be marked as a moving target as a foreground pixel, otherwise it will 
be marked as a background pixel. The calculation of the interframe difference method 
is limited to the difference operation of addition and subtraction. For the images 
captured when the camera position of the monitoring screen is fixed and the 
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background is not complicated, the foreground detection effect is ideal. 
(3) Background difference method 
During initialization, the background image is estimated and the background model 

is established through the prior knowledge images obtained in the first few frames. 
After the next image in the video is obtained, the background model of the 
8-neighborhood in the background image is used to make a difference, so as to extract 
the foreground target. This effectively separates the background area from the 
foreground target. 
2.2 Particle Filtering 

Particle filter can deal with the problem that the model equation is nonlinear, that is, the 
probability of an event is represented by its corresponding frequency. In the process of 
filtering, when calculating the probability such as P(x), the x in it is sampled, and the 
distribution of these sampling points is approximately used to represent P(x), that is, by 
using the particle filter method Any form of probability can be processed. Due to the 
fact that the tracking before detection (TBD) is actually applied, the target observation 
model and the vector representing the current state of the target often have strong 
nonlinearity. In addition, in the real scene, the model noise is non-Gaussian, so a 
nonlinear filtering method needs to be used. However, the more the number of particles 
used in the particle filter algorithm, the closer the corresponding estimation result is to 
the real value, which approximates the optimal estimation. It is applied to the 
pre-detection tracking to detect and track weak and small targets, which has caused 
widespread concern at home and abroad focus on. 

Although the addition of the resampling process solves the degradation of particle 
weights in the SIS algorithm, the accompanying defect is the sharp reduction of the 
sample diversity in the particle set, which is called sample depletion. This is because 
after many iterations, most particles are derived from a small number of particles with 
larger weights, while most particles with small weights are not copied, so the shield 
gradually disappears after several generations, and its preserved Location information 
is also lost. This will lead to the exhaustion of the sample, and it will fall into a local 
cycle, which cannot express the real trend of particle motion. 
2.3 Particle Filter Algorithm Based on SIFT Feature and Template Update 

When there are objects in the background with a similar color to the target, using the 
color attribute alone is not enough to describe the target. The SIFT property is 
extremely unique and can distinguish the target from other objects with similar colors. 
Integrating the SIFT property in the particle filter based on the color property can 
complement each other and make the algorithm more powerful. In the particle filter 
algorithm based on SIFT capability and mode update, the particle weight is determined 
by color capability and SIFT capability. Not all attribute vectors in the SIFT standard 
have corresponding attribute vectors, so the meanings of attribute vectors in the SIFT 
standard are different. 
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3 Investigation and Research on Sports Video Moving Target 
Detection and Tracking Based on Particle Filter and Related 
Algorithms 

3.1 Experimental Setup 

The experimental video is the video of the training and competition of two avenue 
speed skaters. The video format is AVI, the video resolution is 720x576 pixels, the 
frame rate is 25 frames per second, and the video sampling size is 24 bits. The 
trajectories of avenue speed skaters can be approximated as local linearity. Relevant 
parameter settings: the initial number of particles is 60, the size of the target area is 
10x10 (a certain part of the athlete's body), and the variance when calculating the 
ZHLJKW�LV�ı ������,Q�WKis paper, the competition video is used to test the algorithm, and 
the experimental results are compared with the particle filter algorithm and PSO 
algorithm based on SIFT feature and template update. 
3.2 Improvement of Particle Filter Algorithm Based on SIFT Feature and 
Template Update 

The particle filter algorithm has better tracking effect in most cases, so we do not need 
to use the PSO algorithm to optimize the predicted particles in every frame. When the 
rapid random motion of the target causes the predicted particles to be located at the tail 
of the observation model, which leads to the small weights of most predicted particles 
and the tracking failure of the particle filter algorithm, we only need to use the PSO 
algorithm to optimize the predicted particles and transfer the predicted particles to In 
this way, the algorithm can be improved. 

Here we can use the average value of the predicted particle weights as a condition 
for determining whether the predicted particle distribution is good or not. Average the 
weights of all predicted particles in the kth frame, that is: 
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Among them, kw  represents the average probability that all particle states in the 

kth frame are the true state of the target, and then average the kw  of the first 10 
frames, namely: 
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If avk ww �  means that the average probability of all particles being the true 
state of the target is small, at this time, the sequence PSO algorithm is used to 
optimize the predicted particles, and then the global extremum position at the time of 
convergence is used as the estimation of the target state. If avk ww t  means that the 

���



average probability of all particles being the true state of the target is large, the 
weighted average of the predicted particles can be directly used as the estimation of 
the target state. 

4 Analysis and Research of Sports Video Moving Target 
Detection and Tracking Based on Particle Filter and Related 
Algorithms 

4.1 Sports Video Moving Target Detection and Tracking Results 

This experiment successfully tracked 1000 frames, and the images captured during 
the tracking process (limited to space and only a few frames) are shown in Figure 1. 
The first frame is the manually calibrated initial frame. The white point in the figure is 
the position of the tracking target generated by the algorithm (the first frame is the 
manually calibrated position to be tracked). Figure 1 shows the normal tracking of the 
athlete in the first frame; in the 300th frame, the black-clothed athlete occludes the 
target athlete. Due to the measures of occlusion and recovery of tracking after occlusion, 
the tracking results do not have much deviation from the actual position; The 400th 
frame shows that the target can still be tracked normally after being continuously 
occluded by the field staff, and the same is true for the 440th and 532nd frames. It can 
be seen from the screenshots that the size of the athletes shot in different frames 
changes greatly, and the lighting and color also change to a certain extent. However, 
because the HSV color histogram is used as the feature and observation model update 
mechanism, it can also be used for a long time. It tracks the target very well, and the 
algorithm is robust to tracking after continuous occlusion. 

 
Figure 1. Tracking results of quasi-linear moving targets 
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4.2 Algorithm Comparison 

The PSO algorithm and the improved algorithm can track the target accurately in the 
whole video sequence. In the iterative process, the PSO algorithm updates the speed 
and position of the particle according to the individual extreme value and the global 
extreme value, and integrates the observation value at the latest moment into the 
transition model to approximate the optimal importance sampling function. more in 
line with the true state of the target. After the PSO algorithm iteration, the particles are 
transferred to the region with higher probability value of the observation model, so as to 
obtain larger weights, so the tracking effect is improved. 

Table 1. Quantitative comparison of tracking results in Video 

Quantitative 
statistics 

Particle Filter Algorithm Based 
on SIFT Feature and Template 

Update 

The improved 
algorithm in this 

paper 

PSO 
algorithm 

Correct tracking 
rate/% 82 97 96 

Average time 
spent per 
frame/ms 

67 50 64 

 
Figure 2. Quantitative statistics of the tracking results of Video 

The quantitative statistics of the tracking results of Video 1 are shown in Figure 2. 
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It can be seen that the tracking accuracy of the PSO algorithm and the progress of the 
algorithm in this paper are much higher than that of the particle filter algorithm based 
on SIFT features and standard updates. Since some particles are used in the PSO 
algorithm, the real-time performance of the PSO algorithm is slightly higher than that 
of the particle filter algorithm. However, the PSO algorithm is a final iterative process. 
Using the PSO algorithm to process the predicted particles of each frame increases the 
importance of the algorithm and reduces the real-time performance of the algorithm. 
The advanced algorithm in this paper uses the PSO algorithm for optimization only 
when the predicted particle distribution is poor, so the real-time performance is higher 
than that of the PSO algorithm, as shown in Table 1. Therefore, the algorithm 
suggestion shows that this document is superior to the particle filter algorithm in 
terms of accurate tracking and real-time performance, and better than the PSO 
algorithm while ensuring accurate tracking and real-time performance. 

Although this paper has done some research work on the theory, and also provided 
some improvements and methods, but due to the time relationship, there are still many 
problems that need to be further solved. The main problems are: in the detection of 
moving objects, due to the influence of light, background complexity, occlusion, etc., 
there are large uncertain factors in the actual detection and tracking process. 
Therefore, there will be errors in the detection of objects if there is an unexpected 
situation, so this point needs to be further studied. In the process of using particle 
filter algorithm, because the number and diversity of particles directly affect the 
tracking effect, when there are too many particles, it will increase the efficiency of 
computer operation, and even cause the computer to crash. Therefore, this problem 
can be studied from the aspects of particle utilization efficiency and intelligence. 
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Abstract. The visual representation of emotion in image technology is 
particularly important in today's society. Visual perception, which is mainly 
based on the changes in the audience's psychological emotions, has become a 
thinking derivative of digital image technology, and further technical 
implementation of image transformation, adjustment, repair, reconstruction, 
replacement, etc. Ingesting the characteristics of emotional appeal is the main 
direction of this research. With the continuous development of blockchain, 
virtual and information technology, the research on the content and emotion of 
digital images has become a hot spot in the design of visual reconstruction. A 
multi-dimensional computer- generated language spanning space is proposed to 
improve the methods of digital image acquisition, recognition, transformation 
and segmentation. Reconstruction design research on the semantic 
characteristics of computer- generated digital images and content emotional 
representations. Based on the multi-features of digital images, the differences in 
image shape, texture, color, motion and spatial domain features are analyzed, 
and the content emotion and semantic reconstruction of digital images are 
distinguished. In information transmission, multi-dimensional space capture, 
output, and quantitative analysis methods are used to establish a new sample 
arrangement matrix of digital images, select the best parameters for content 
expression, and reconstruct and process quasi-vision, combined with parameters 
to realize emotion recognition of digital images. The detection coefficient and 
dimension are determined by simulation and virtual technology, and the high 
recognition rate of digital image is obtained, and a good digital image 
technology display effect is achieved. 

Keywords: Digital Image, Visualization, Visual Reconstruction, Content 
Emotion 

1 Overview of Digital Image Technology 

Image is objective existence, from the visual point of view it is directly or indirectly 
acting on the human eye image, and further according to the environment to produce 
visual perception of the entity. In the field of vision, an image is a projection of an 
objective reflection of the scene. The human perception system is typical for capturing 
and observing images. Images obtained by the visual perception system form images in 
people's hearts and minds, and further describe information. The concept of image is 
very extensive, and it is very rich in emotional information for various objects in life, 
including landscape, pictures, life, animation, image, drawing, documents and so on. 

���



Image is the main visual source and information source for human to obtain 
information. 

Image technology from a certain point of view, is the use of electronic media, 
equipment to complete a variety of work technology, which such as image media 
acquisition, resource acquisition, electronic coding, media storage, data interaction, 
information extraction, etc.. Through technology, images can be collected, 
synthesized and produced, images can also be displayed, modified and output, and 
even the transformation, adjustment, repair, reconstruction, replacement of the image 
technology implementation. The medium of technology implementation is computer. 
In order to carry out technical and artistic processing of all kinds of images collected, 
it is necessary to use computer to convert original images into digital images that can 
be edited, establish corresponding databases, and classify images, including the 
functional manifestation of retrieval [1]. The realization of digital image involves two 
aspects. On the one hand, the spatial sampling of image, the positioning of spatial 
coordinates, the realization of object image discretization; On the other hand, the 
amplitude quantization of the image produces quantization and discretization of the 
amplitude of the image, so as to carry out the analog-digital conversion of the 
image[2]. 

2 Visual Transformation and Segmentation of Digital images 

(1) Digital image visual transformation 
The transformation form of digital image is relatively abundant, is a digital image 

space generate visual impression of the pixel at the same time from a visual mapping 
to another visual location, from the point of view of space displacement, digital 
images can also be presented in a visual impression, from a visual expression space in 
a variety of modulus style change to another visual expression space [3]. The most 
common visual representation of pixel position mapping is mostly coordinate 
transformation, which includes the translation transformation of image data, the 
rotation transformation of image position, the scaling transformation of image pixels, 
the stretching transformation of image coordinates, and the shearing transformation of 
visual image. The spatial transformation of visual images is a technical means of 
special processing of images in a more efficient, fast and vivid way, and an effective 
way of diversified presentation of digital images. Further is to convert digital image 
through various technical means to a new space, fully implement the new visual 
expression, with the property of the new space unique to upgrades, more easily and 
quickly on digital image processing technology, and existing space to achieve 
consistency, and the technical data to get the results back to the original space needed 
for visual effects [4]. 

(2) Digital image visual segmentation 
Digital image segmentation is a computer vision processing technology, which 

analyzes and processes the collected images and uses various segmentation 
technologies to achieve visual levels of images [5]. In the design of visual information 
to the research and application of the image usually rally point of interest of audience, 
the audience is often strong interest on the part of the image information, first through 
some information for other information, such as the main target in the image first 
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image, the prospect of visual image, jumping visual elements, such as interest, in the 
transformation to the background information. At this time, part of the information 
corresponds to the areas with strong impact force, special and specific image in the 
image. In order to distinguish clearly, the designer will use technical means to 
decompose these elements. The segmentation of digital image is to divide the visual 
characteristics of the image into their own characteristic performance of the image 
language, extract the audience interested in the visual points, for technical processing. 
In addition, the image has the characteristics of color quantization processing, similar 
to the change of hue, purity, lightness, gray, saturation, texture and visual changes, 
image transformation can be a single image target, but also can be a plurality of visual 
areas. 

Digital image segmentation on the visual language development always attaches 
great importance to the designers and the public[6], in various fields is also a variety 
of segmentation algorithm is proposed and the form method, on the form and the 
algorithm can be from two aspects, on the one hand, the image pixel segmentation 
techniques, according to the material has similarity, breakout and compatibility etc., 
the image to image segmentation. This kind of segmentation technology can use the 
interval brightness value of the image to achieve the boundary technology, can also 
use the image hue value to achieve the region technology; On the other hand, there 
are a variety of different technical processing strategies in the process of image 
segmentation. Serial strategies can be implemented for image segmentation, and 
parallel operations can be carried out during the implementation process. Visual 
judgment and technical decisions can be independently and output at the same time. 

3 Visual Reconstruction Analysis of Digital Images 

Digital image features are diverse and can be divided into shape feature, volume 
feature, color feature, texture feature, style feature, situation feature, space feature, 
interaction feature and motion feature according to the way of technical 
implementation. Among them, texture is an inherent feature of the image surface of the 
object, so it is subordinate to an important attribute in the digital image editing area [7]. 
The digital image data analysis of the texture has the detailed description of the texture 
characteristics, showing the recognition data of the digital image texture. According to 
computer technology, texture is described by statistical method, structural method and 
spectral method. Shape feature is an important branch system of digital image analysis. 
The key point in display operation is to describe the various shape and shape features of 
each object in digital image. From the perspective of nature, shape feature description 
can be realized based on theoretical technology. With the help of theoretical 
technology, shape features of different digital images can also be obtained, and data 
module matching can be carried out after determining the shape similarity of images. 
The matching method is also the shape description symbol. According to the computer 
technology, the shape has the description feature, the transformation shape, the 
decomposition primitive, the association algorithm and so on. Movement 
characteristics according to the maturity of virtual technology in recent years, the 
movement of digital image data were analyzed, and contains the emotional change of 
the context of the scene here include quantitative detection of trajectory data of safety 
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inspection, the digital image of all sorts of changes are considering dynamic description 
in clear again, will be faster and distinguish rate, slow the movement of the object, 
Dynamic monitoring is realized by matching technology according to actual situation. 

According to the principle of digital image reconstruction, the matching of digital 
image is analyzed and displayed, the image fusion phenomenon is mastered by the 
principle of registration, and Mosaic technology is incorporated with panoramic 
information. Based on advanced technology, the unknown visual image can be 
collected and input[8], and the existing visual image can be connected organically 
with its cognitive thinking and cognitive results, and then the unknown information 
can be interpreted with the known information, and finally the image input and output 
can be established. The multi-function matching of images can also be expressed at 
the level of abstract thinking. In the level of image pixels, color patterns are combined 
with digital templates to carry out irregular matching, and in the level of feature 
expression, target matching is carried out by using the thinking perception of the 
public. Image matching is an important technique in image reconstruction analysis 
and understanding. On the one hand, it can combine different images of the same 
scene to provide more comprehensive scene information; On the other hand, it can 
connect the previously unknown visual input with the previously existing cognitive 
results, so as to explain the unknown with the known and finally establish the 
interpretation of the input. Image matching can be performed at different levels of 
abstraction. Template matching can be used in pixel layer, perception matching can be 
used in feature layer, and visual habit can be used in image target layer to match 
elements. 

4 Visual Design of Digital Image based on Content Emotion 

(1) Content emotional design 
Content emotional design is the basis of digital image and dynamic retrieval. Data 

collection and information growth provide a research hotspot for the public to absorb 
useful visual language. Visual image performance is gradually paid attention to. To 
volume features, color features and texture features, style, situational features, spatial 
characteristics, interaction and movement characteristics of data, to have access to 
emotional content matching visual characteristics, so as to search for similarities 
between digital image, digital information sharing, which can use semantic matching 
content [9]. Digital image through computer calculates registration related to the 
content of digital image, image matching, the content of the registration scope here is 
relatively narrow, mainly to digital image is displayed in different time or space data 
set up a relatively active space corresponding to the vision, make its content 
emotional echo relationship formation, especially in geometry in the form of digital 
image acquisition and data correction, The final digital image effect acquired by 
content emotional language is often reflected in pixels and thinking levels, giving play 
to the abstract nature and content attributes of digital images [10]. 

(2) Form emotion design 
Instinct emotion is an unconscious intuition of the audience for digital image 

recognition. Pleasant, interesting and beautiful emotions are a characteristic direction 
of visual expression design. Graphical forms can intuitively attract audiences in the 
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field of first vision, especially the When the audience emotionally resonates, it will 
effectively convey the communication meaning of digital images [11]. Emotional 
specialization will also be affected by the individual differences of the audience. In 
order to meet the needs of the audience, the digital image design should be more 
interesting and human, pay more attention to human culture and humanity, and turn to 
the visual embodiment of diversification and liberalization. Form follows emotional 
design, but it cannot deny the primacy of function and content to determine form. 
Therefore, the emotion of form must always be attached to function and content, and 
mutual promotion can design digital images that are more in line with the emotional 
needs of contemporary audiences. Good for design services. 

(3) Functional emotional design 
Functional emotional design can evoke a person’s behavior or experience 

memories. In addition, it can also be a thinking expression of the designer’s own heart 
and emotions. Digital images can resonate with the audience, and more will be 
reflected in the language of function. Strengthen the level of functional emotional 
design, strengthen in vision, content and creativity, not simply in the straightforward 
content of copywriting. A good emotional graphic language can express creatively 
and implicitly, and at the functional level, it will make the audience smile. The 
usability, ease of learning, ease of use, and ductility of digital images have derived the 
design of the audience behavior level, focusing on functional utility, which is 
achieved through interaction and technical means, so that we can establish an 
emotional demand model corresponding to the behavior layer to efficiently To solve 
the audience's behavioral level of using digital images, the functional design of using 
behavioral water for digital images is the level that is more concerned at present. 

Table 1. Visual Object Parameter Design 

Visual Emotional 
Design 

Content Emotional 
Design 

Morphological 
Emotional Design 

Functional 
Emotional 

Design 
color 

reconstruction Content build morphological 
language 

Interactive 
function 

emotional appeal Text connotation emotional memory use function 

situational space emotional 
resonance mass characteristics motion features 

image data emotional 
semantics texture behavioral 

hierarchy 

visual element artistic conception quality control Extended 
function 

Multi-dimensional digital image fusion is a new research and application following 
the development of virtual technology, 5G technology and blockchain technology in 
recent years. The visual reconstruction design is obtained after comprehensive 
processing and analysis of image information obtained by different transmission 
media from multiple perspectives. In the process of digital image fusion, coordination, 
integration, diversification and optimization, more effective information content is 
extracted and new visual semantics are extracted to increase the reliability of 
technology transmission and the reliability and security of digital system [12]. In the 
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process of information, content, form, feature and semantic fusion of Duofu digital 
image, it is necessary to register the data parameters of each group of visual objects 
participating in the fusion (See Table 1: Visual Object Parameter Design). The 
progress of multi-dimensional fusion registration of digital image has very high 
requirements. If the conversion spatial error exceeds one value or pixel, it will have a 
very serious impact. Not only the quality of digital image, the Angle of fusion, the 
implementation of technology, and the integration of content and emotion will 
produce deviations, so that the information transmission results are not as 
expected[13]. 

5 Conclusion and Outlook 

Computer technology to realize visual image as the technology innovation constantly 
emerging a new language, visual perception and digital image technology for radiation 
across time and space for digital image visual refactoring provides continuously 
technical support, will be more intuitive, convenience, flexibility, frontier and 
virtualization features such as [14]. The advantages of real-time convenience, high 
precision data, semantic repeatability, diversified content and multi-dimensional vision 
of digital image make it more and more widely used in various fields and more and 
more life[15]. Virtual vision and digital image are closely linked, also has a large range 
of overlap on information coverage, while applied to different areas Angle is different, 
but in most situations and professional, cultural background and behavior using 
different content to focus on emotional terms and complement, so the technology of 
progressive for digital image visual reconstruction design laid a foundation of emotion, 
In the future information transmission, the multiple semantic representation of digital 
images will provide fresh elements for all walks of life. 
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Abstract. In recent years, The export volume of China's cross-border 
e-commerce has been rising rapidly. Under the background of the Belt and 
Road Policy, the development pace of the world economy has been accelerating, 
and global logistics and other industries have been improving and developing. 
Cross-border e-commerce will become a key area of China's foreign trade in the 
future. Cross-border e-commerce networks are changing day by day. One of the 
most obvious details is that China's e-commerce imports and exports are 
increasing year by year. This paper studies the evolution analysis system of 
cross-border e-commerce network pattern based on Bayes-BP algorithm, and 
explains the working principle of the evolution analysis of cross-border 
e-commerce network pattern. The data show that the bayes-BP algorithm based 
on the evolution of cross-border e-commerce network pattern analysis system 
can reflect the change of cross-border e-commerce network pattern efficiently 
and accurately. 

Keywords: Bayes-BP Algorithm, Cross-border E-commerce, Network Pattern, 
Evolution Analysis System 

1. Introduction 

Internet + cross-border e-commerce system adopts information calculation and handles 
transaction volume data. The system analyzes e-commerce transaction data from 
multiple angles and in an all-round way. Faced with large-scale e-commerce data, the 
industry urgently needs to put forward a set of data information system with large 
collection quantity and strong analysis ability to solve the problems of e-commerce 
data transaction. Through the data system analysis of the data to achieve a scientific and 
correct analysis of the evolution of e-commerce pattern. The evolution analysis system 
of cross-border e-commerce network pattern based on Bayes-BP algorithm is 
conducive to the progress of cross-border e-commerce data analysis. 

Bayes-BP algorithm has been studied by many scholars at home and abroad. In 
foreign studies, MustofaRL proposed to use the classification results based on 
dictionaries and the naive Bayes classifier algorithm to process the training data in the 
testing process. Generally speaking, the research stage of sentiment analysis includes 
the process of data capture, text preprocessing, feature extraction and classification. 
The sentiment analysis results show that the proportion of social media users on 
Twitter about #newnormal is 33.19%[1]. DonnellanE proposes that there is a 
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consensus that there is a difference between a well-trained simple bayesian 
classification algorithm to distinguish the curiosity and interest of free text definitions 
(n=396) and the use of cross-validation test classifiers in two sets of data (mainn=196; 
Additionaln = 218) [2]. Rhernandez-sanjaime proposes a method based on variable 
decibel Bayesian learning algorithms that do not need to be performed on different 
numbers of groups in order to identify a fully fit data. Statistical theory is described, 
the performance of the proposed algorithm is evaluated using simulated data, and the 
two-step method is applied to macroeconomic problems [3]. 

The exploratory data analysis platform has multiple data processing methods. It 
displays e-commerce trade data through intuitive graphics, and then deeply analyzes 
the correlation of data and the correlation between data, so as to achieve the ultimate 
goal of data analysis with the greatest efforts [4-5]. These data can be provided to 
customers for further research, data solidification, analysis and sharing. The analysis 
system of cross-border e-commerce network pattern evolution based on Bayes-BP 
algorithm improves the professional level of solving the analysis of cross-border 
e-commerce network pattern evolution [6-7]. 

2. Design and Exploration of Cross-border E-commerce Network 
Pattern Evolution Analysis System on Account of Bayes-BP 
Algorithm 

2.1 The Bayes - BP Algorithm 

The definition of Bayesian neural network refers to regularization processing by 
adjusting the weights of neural network, that is, processing countless neural network 
values [8-9]. 

A significant performance of BP neural network is the ability to classify objects, 
and the nonlinear model can be established. This algorithm is very suitable for many 
application scenarios [10-11]. One step of BP neural network is the ability to repair 
errors in sample data. The error is dealt with by weight adjustment. At the same time, 
this algorithm has its defects. The convergence speed of the algorithm is very low 
when processing targets, so the algorithm is easy to fall into local minimization. 
E-commerce transaction volume data processing, using Bayesian neural network 
algorithm. The algorithm can classify and optimize the object, and determine the 
square deviation and mean value of the processed data. At this point, the problem of 
the algorithm model falling into local minimization needs to be solved [12-13]. 
2.1.1 Algorithm Flow 

Bayes-bp algorithm flow is as follows, as shown in Figure 1: 
1) Preprocessing of commodity sample data. 
2) BP neural network algorithm formula for data processing, need to deal with a lot 

of parameters, in this case, need to select a reasonable algorithm formula. 
3) Gaussian image was obtained according to Bayes model, and the algorithm was 

iterated for several times to obtain the best parameters, and finally the optimal weight 
and threshold value were obtained. 

4) Use algorithms to train data and process the output results. If errors beyond the 
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range are generated, the errors will be corrected. Finally, the predictive value of 
e-commerce transaction is obtained after algorithm training. 

Preprocessing of commodity sample data

BP neural network initialization model

Optimal parameters, optimal weights, 
thresholds

Obtain the predicted value of the final 
commodity e-commerce transaction  

Figure 1. Bayes-BP algorithm flow 

2.2 Analysis System of Cross-Border E-Commerce Network Pattern Evolution 
based on Bayes-BP Algorithm 

After the above analysis, the steps to realize the predicted volume of commodity 
e-commerce transactions include: 

Selection of influencing factors [14-15]. After a large amount of data analysis, the 
study shows that there are many factors that affect the trading volume of e-commerce 
commodities: For example, whether the e-commerce seller can return goods in 
compliance with regulations within a certain period of time, whether the commodity 
tax can be reduced or exempted, whether the price of goods is reasonable, whether the 
commodity category is rich, whether the e-commerce transaction speed is fast, It can 
avoid the interference of seasonal factors, whether the browsing quantity of 
commodity advertisements can be improved, and the commodity reserves of shopping 
cart, etc. Factors can be analyzed according to the actual situation of e-commerce 
transactions. 

The concept of transaction rate of e-commerce goods is: if the inventory of 
e-commerce goods is enough, there must be no need to purchase in advance. In terms 
of data processing, the rate is assumed to be 0; If the inventory of e-commerce goods 
is insufficient, they need to purchase in advance. Different types of goods have 
different rates. For example, the ordering time of food can be set to 5-10 days and the 
speed is set to 1. The ordering time for women's makeup products is set to 10-20 days, 
and the speed is set to 2; The ordering time for clothing category is 20-40 days, and 
the rate is set at 3. 

If n=13, the influence set is: X={x1, x2..., x13} 
Elimination of interfering factors [16-17]. Granger method was used to verify the 

influencing factors and the sales of e-commerce goods, remove the interfering factors 
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and generate new factors: 
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Data preprocessing. Eliminate the interference factors and update the algorithm 
model. 

Outlier handling: Outlier handling is a very common phenomenon. For example, 
when a shopping mall encounters a large holiday, it is necessary to carry out price 
reduction promotion activities. The sales of the activities will be different from the 
usual level, and the data will increase sharply, which generates outliers. For example, 
Tmall's Double Eleven, JINGdong's 618 and so on. 

Vacant value processing: in the process of commodity data collection, it is found 
that some key values will be missing, this value has a certain importance, it is best to 
obtain this value. In this case, the method of complement can be used for data 
processing. This approach also has drawbacks that may reduce the accuracy of the 
data. 

First, the missing values are analyzed and na complement values are filled, and 
then N data are obtained. Then, n sets of data are parsed so that n estimates are 
obtained. Assuming the estimate is X, the algorithm involved is: 
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The complement method can accurately reflect its information and reduce the error. 
Set reasonable parameters. Train the data and analyze the difference between the 

algorithm model and the traditional algorithm. 

3. Research on The Effect of Cross-border E-commerce Network 
Pattern Evolution Analysis System on Account of Bayes-BP 
Algorithm 

Bayesian models have a lot of parameters, constants, variables, etc. Where the random 
variables are unknown, the research scheme is to carry out probability distribution. If 
sample data is missing, the formula of prior probability is: 
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)()|()|(

Hp
pHpHp TTT  � ����

Type: p (H | theta) is H a posteriori probability, p (theta) and p (H) is the prior 
probability of the event. 
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In the algorithm model, if the sample data is given in advance, the posterior 
probability is calculated through prior probability to obtain the given data D, then the 
posterior probability formula is as follows: 
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Among them: p (D | theta, H) is the likelihood algorithm, p (theta | H) is a priori 
algorithm, p (D | H) is constant. The posterior probability is modified in many ways. 
The results of the posterior probability algorithm can be processed more accurately. 

The propagation mechanism of BP neural network has two directions: forward and 
back propagation. If the error is found to be large, reverse processing will be carried 
out. The difference value is apportioned to the neural layer according to a certain 
probability, and the nodes of the neural layer are processed at the same time. X=(X1, 
X2..., Xn), the resulting term is Y=(Y1, Y2... Yn), the output value is obtained after 
several iterations, that is, the predicted value of e-commerce trading volume: 
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Where,  is the output of the NTH sample J layer of the neural network;  is 

the weight of neural layer I and J; is layer I output item;  is the threshold of 
layer J. 

Based on the known samples, this paper calculates the prior probability of Formula 
(4), and then calculates the posterior probability according to Formula (5). After the 
posterior probability calculation, the prediction accuracy of the algorithm model is 
further improved. Finally, formula (6) is used to predict the trading volume of 
e-commerce. 
3.1 System Module Structure 

1) Development of public service functions of the platform 
There are many public service functions of the platform, such as news and 

information service, service function, organization name processing, platform 
measurement standard detection, article safety processing, scientific and technological 
solutions, etc. 

2) Development of platform detection service module 
Platform detection service module refers to customer-oriented detection processing, 

so as to solve many typical problems of customers. In the process of customs 
quarantine, the staff need to test a sequence of operations. 

3) Development of mobile application functions on the platform 
There are many mobile applications used by users, such as mobile network, 

wireless network and so on. Use the system functions to test the application, provide 
inquiry, retrieve the inspection results, provide inspection services and other links. 

4) Development of big data analysis functions of the platform 
The platform adopts big data mining tools to collect data, and the collection 

method is to collect useful data through relatively innovative big data technology. 
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Then, model analysis is carried out on these data through data algorithm, so as to call 
up the data analysis results. 

4. Investigation and Research Analysis of Cross-border 
E-commerce Network Pattern Evolution Analysis System on 
Account of Bayes-BP Algorithm 

The main components of this test include the server, WEB front-end. The application 
tool for WEB front-end is Microsoft Visual Studio2008. This application tool is the 
development tool of a well-known software company and covers all tools of all 
software development cycles. These tools can be used to develop high-performance, 
data secure, and robust system architectures. Java language is used in the bottom layer, 
which can improve the security of database data processing. Meanwhile, mobile 
development tools such as Android Studio and Xcode are used to process the data. This 
development architecture can be used for processing software applications on Android 
and IOS platforms. Software platform data exchange is applicable to the data socket 
technology, at the same time, SSL data encryption for data, so as to ensure the security 
of data exchange. 

Table 1. Influencing factors and ADF test of sales volume 

variable name t statistic 
Comment on the amount -6.742  

unit price -5.384  
Good rating rating -3.734 

7 days return -4.413 
season 2.961 2  

As shown in Table 1, e-commerce influencing factors and ADF test of sales 
volume are shown. Variable name includes Comment on the amount, unit price, Good 
rating rating, 7 days return, season, and season. Their T statistics are shown in the 
table. 

 
Figure 2. Bayes-BP algorithm and other algorithms LM-BP, ARMA error percentage effect 
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Bayes-bp algorithm and other algorithms LM-BP and ARMA are used to calculate 
the error percentage effect (%), and the effect diagram is shown in Figure 2. 

As can be seen from the figure, the error of Bayes-BP algorithm is smaller than the 
other two algorithms, indicating that bayes-BP algorithm model has the best effect in 
e-commerce data prediction. 

The data prove that the bayes-BP algorithm based cross-border e-commerce 
network pattern evolution analysis system accurately shows the error value of 
cross-border e-commerce network pattern evolution, thus improving the accuracy of 
e-commerce network pattern evolution. 

5. Conclusions 

In this paper, the e-commerce transaction volume for sample collection, collection. By 
processing the sales volume of goods, the time series characteristics of sales are 
collected. Through the consumption characteristics, the cross-border e-commerce 
system based on Byes-BP neural network is designed. At the same time, the relevant 
data of the buyer and consumer are examined. The network pattern evolution analysis 
system of cross-border e-commerce based on Bayes-BP algorithm effectively improves 
the proportion change of each economic form of cross-border e-commerce. 
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Abstract. Due to the continuous progress of network technology, traditional 
financial service products are gradually transitioning to digitization, which not 
only completes the development of traditional financial service products and 
reasonable risk management, but also helps to improve big data mining 
technology and relevant technology on the basis of strengthening management, 
provide innovative business model, and realize the reasonable direction of HP 
and technology upgrading of financial service products. At the same time, it is 
fully found that online financial services can give full play to the innovation 
ability of the platform, reasonably avoid business risks, develop effective 
investment and financing channels for small and medium-sized enterprises, 
bring support and protection to the short-term growth process of small and 
medium-sized enterprises, and enable investors to reduce investment difficulties. 
In addition, under the influence of the network, the financial service model has 
distinct characteristics, and the data algorithm continues to promote its stable 
and sustainable growth. 

Keywords: Data Mining, Online Finance, Risk Warning 

1 Introduction 

The establishment of online financial service platform provides a great risk to the 
development of China's market economy, and there is a huge problem of platform 
bankruptcy in the early stage of the development of China's financial network platform. 
In addition, criminals use China's financial network platform for illegal investment 
activities. These factors are not conducive to the healthy development of China's 
market economy. In July 2015, the people's Bank of China and other ten departments 
issued the guiding opinions on promoting the development of online financial services, 
which clearly expounded the basic meaning of online financial services: "Internet 
finance is an emerging financial business model in which Chinese traditional financial 
institutions and Internet enterprises use Internet technology and information and 
communication technology to carry out capital financing, trading, fund management 
and information intermediary services". However, network financial service does not 
mean the simple combination of network technology and financial industry, but an 
effective way to achieve financial security. 
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2 Internet Finance Concept 

As a subset of the integrity system of the whole society, the integrity system in network 
financial institutions is a new force that can not be ignored. Only by making full use of 
the booming network information technology and cutting-edge data mining technology 
can we promote the high-speed development of the integrity system of network 
financial institutions and judge, warn and avoid the risks of network financial 
institutions.[1]  

The innovation of Network Finance on financial risk structure not only creates a 
competitive capital trading market centered on financial users, but also makes 
financial users bear the brunt in the process of financial risk diffusion and utilization. 
The reform of the transaction structure that follows the rationality of the financial 
market and restores the nature of the financial market has triggered a legal regulation 
path of financial risk to realize the risk adsorption ability of financial consumers and 
match the risk of financial assets. The impact mechanism of the consumer protection 
law of financial institutions on the risk exposure and risk diffusion of China's online 
financial market and the new risk legal regulation paradigm that encourages fair 
competition in the market also reflects and tests whether the consumer risk adsorption 
capacity of financial institutions that abide by the rule of law is in line with the market 
rational basis composed of market investment and financing methods and fair value, 
This will also become the logical center of the risk legal regulation approach of the 
consumer protection law of China's online financial institutions, which will help to 
achieve the goal of the new financial law of establishing a fair value market.[2-3]  

3 Preprocessing of Platform Data 

In the process of analyzing the data and information preprocessing of the platform, it is 
also necessary to comprehensively analyze the possible illegal fields in the loan data of 
the network financing platform, including the characteristic fields related to creditors, 
such as age, income amount, major, family situation, professional title, work field, 
company attribute and other related aspects. In addition, it also includes the customer 
loan information content in relevant fields such as the proportion of arrears to 
collection, the amount of monthly loan repayment, the loan principal and the number of 
repayment periods. Because these financial data contents come from various online 
financial platforms, and the financial data contents have the characteristics of 
authenticity or richness, the financial data contents must be cleaned and generalized 
before data mining, In order to clearly grasp the key financial data content fields, it has 
laid a favorable foundation for the orderly progress of data information preprocessing, 
so that the data mining information content can be gradually transformed into the 
direction of regularity and mining.[4]  

(1) Data generalization 
Through the comprehensive classification of the data information segments in the 

online financial platform, it can be found that the data involved in these fields 
generally presents a continuous situation and exists in the form of data at the same 
time, while the data in non data form will also produce continuous field value changes, 
and there will be many different types of work when processing these data. According 
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to the decision tree algorithm, the final ideal processing effect will be more inclined to 
obtain the data value based on discrete types, and therefore it can be easier to become 
a tree structure processing method based on generality, so as to facilitate the 
classification and comprehensive management of relevant data values. Therefore, the 
continuous data value can be discretized and classified through different standards 
and specifications, as well as the combination of quantitative and qualitative 
management ideas, so that the overall granularity of data can be gradually increased. 
When dealing with different text fields, we must first process the data according to the 
specific characteristics of the real world, fixed length box or tag number processing, 
and then generalize the data according to the overall characteristics of the text field, 
so that all different types of text fields can have the characteristics of generality and 
mining at the same time.[5]  

(2) Data cleaning 
By analyzing the data quality and mining characteristics of network financial 

platform based on data mining technology, it can be found that the research on digital 
information cleaning can be divided into two aspects: useless information elimination 
and missing data supplement. On the other hand, because there will be important 
fields or information value gaps in information collection, when the gap information 
is numerical, the relevant data information can be supplemented by means of average 
or average of the same type; When the information of the gap is non digital, it can be 
supplemented by decision tree or Bayesian regression, so as to supplement the most 
likely digital information to the place of the gap. In addition, useless digital 
information must be eliminated according to the regular design principle, and the 
focus is to manage it according to the filling status of the borrower's virtual 
information. Since most online financial service platforms do not strictly follow the 
market supervision and evaluation system, they have made detailed management on 
the filling of false data.[6]  

4 Application of Big Data Algorithm in Financial Industry 

In today's Internet information age, Internet data information discovery technology, 
because of its great data analysis and information extraction power, has led to great 
transformation and transformation in many industries, promoted the rapid growth of 
various industries and market economic systems, and constantly developed new 
science and technology businesses in the development of new fields. Data mining 
technology has been widely used in the financial field. From macro to micro economy, 
from the overall development trend to local economic development, from current data 
analysis to future prediction, the specific application of data mining technology in 
finance has achieved very good results. At present, the specific application of data 
mining technology in is mainly reflected in the following aspects.[7]  

First, risk management. The financial service industry will come to different 
conclusions under the influence of various factors when measuring the credit 
efficiency and customer credit rating. The methods of data mining, including feature 
selection and attribute association analysis, can determine the related factors and non 
related factors. For example, there are many reasons related to the problem of credit 
repayment, but the core reason is the ratio of interest to income. Commercial banks 
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may adjust their credit supply strategies. At the same time, through the analysis of 
historical data in this regard, it is helpful to manage business problems. 

Second, industry correlation analysis. By using data mining technology to analyze 
a large number of transaction data information of the company and establish the 
corresponding mathematical model, we can find the market trend, customer demand 
change and other trend signals behind many transaction information. The company 
can use these information systems to gain insight into the relevant change trends of 
the financial service industry and timely adjust the company's operation strategy to 
support the company to make reasonable evaluation and decisions. For example, 
commercial banks keep a wealth of customer transaction information. Using 
association analysis, they can find the hidden relationship network in the database, 
which helps to tap and analyze the guests' usual income, purchasing power, 
purchasing habits and other aspects, and find the potential needs of guests. 

Third, customer relationship management. This refers to the integrated marketing 
implemented by enterprises to customers through the use of data mining technology. 
It is the realization of technical implementation and management of enterprise sales 
with customers as the core. It is mainly used to attract and leave useful managers of 
the enterprise. Customer relationship management technology mainly includes the 
following four aspects: customer collection, customer classification, customer profit 
potential research and customer service quality maintenance. Data mining technology 
can obtain the conventional signals formed in the communication between customers 
and financial companies, and study customer behavior. From this technology, we can 
further explore and find the law of customers' psychological activities, so as to further 
improve the industry share of products and the comprehensive competitiveness of 
small and medium-sized enterprises. 

Fourth, strictly suppress and prevent online financial fraud, money laundering and 
market economy crimes. There is usually huge money circulation among customers in 
the field of financial services, resulting in many economic crimes such as financial 
fraud and money laundering, including stealing user secrets through card theft, 
malicious overdraft, counterfeiting bank cards, and money laundering. Criminal 
activities in financial services have become one of the thorny problems encountered 
by the industry today, which also requires strict supervision in the field of financial 
services to prevent financial risks and identify fraud in financial institutions.. To 
detect bank crime, the most important thing is to combine a large amount of relevant 
information, such as industrial economy, personal credit and other risk data, and then 
use a variety of different data mining means and methods to find out abnormal 
behavior, and use the frequent large cash flow turnover in the short term or a few 
people to estimate its harm degree, so as to provide reference data for 
decision-makers to avoid risks. In addition, data mining technology can dig out their 
hidden commonalities by studying these fraud activities, and can timely issue 
warnings to enterprises and urge companies to do a good job in management.[8] 

5 Construction of Risk Early Warning Model 

Firstly, the risk warning index reflecting the characteristics of the online financial 
industry is constructed, and the significance of the index is detected. If the indicator is 
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not obvious, the indicator will be eliminated; If the index is obvious, the principal 
component analysis is used to reduce the dimension and refine the main components. 
Then, some information of the extracted principal components is input into BP neural 
network as a training set, so as to form a crisis early warning model of Internet financial 
enterprises using BP neural network.  Each principal component can be regarded as a 
linear combination of original variables, and there is no correlation between them, so as 
to reduce the dimension of variables. The specific algorithm steps are as follows: 

௜ܻ௝ = ூܺ௃ െ ܧ ௃ܺ

ඥܦ ௃ܺ
 

For the calculation of the correlation coefficient matrix of matrix R, the formula is: 

௜௝ݎ =
ටσ (ܺ௞௜ െ ௜ܺ)ଶ(௑ೖೕି௑ೕ)మ௡

௞ୀଵ

ඥσ (ܺ௞௜ െ ௜ܺ)ଶ௡
௞ୀଵ σ (ܺ௞௝ െ ௝ܺ)ଶ௡

௞ୀଵ
 

Then, the test set is injected into the trained model to detect the stability of the 
model. Finally, input the overall information, and then draw the final early warning 
conclusion. The specific process is shown in Figure 1.[9]The basic principle of 
principal component analysis is to use the method of mathematical transformation to 
transform the original multiple variables into several variables that can represent most 
of the information of the original variables, which is called principal component 
analysis.[9] 

 
Fig 1. Risk early warning portfolio model 

Early warning target is also the core of risk early warning model. The main reason 
for the mutual influence of China's financial services enterprises is the complex risks 
of the Internet. Therefore, after establishing the early warning model, the enterprise 
should, according to the enterprise characteristics and business characteristics, select 
18 main indicators from the five aspects of solvency, profitability and cash flow as the 
benchmark of enterprise risk assessment, and make a comprehensive evaluation from 
the five aspects of operation and development ability and stock indicators, as shown 
in Figure 2.[10] 
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Figure 2: Risk early warning indicators 

At present, as far as online financial institutions are concerned, the scope of risks 
they can identify is not comprehensive, and they face different business risks under 
different business modes. But in general, this paper mainly gives the following 
opinions on the risk management of Internet Finance: first, improve the risk 
mechanism of enterprises, Improve the transparency of integrity "To minimize the 
harm caused by trust bird information asymmetry to enterprises. At the same time, 
online financial institutions should pay attention to the identification and integrity 
evaluation of basic investors by enterprises, and strengthen efforts to eliminate the 
disadvantages caused by the virtuality of the Internet, so as to reduce such losses. 
Second, further improve the industry control system, and improve the early warning 
level of online financial risks by improving the openness to the whole field and 
clarifying the legal bottom line. Online financial institutions Institutions cannot 
legally raise funds, do not occupy enterprise funds and other illegal acts. We will 
improve the self-discipline system of the Internet financial industry and the 
supervision of local government departments over the Internet financial industry, so 
as to promote the sound development of the Internet financial industry. In recent years, 
there have been some deviations from the norms in the field of Internet finance. After 
that, there have been many phenomena, which have done harm to all stakeholders. 
Therefore, we must effectively control the risk before it occurs, so as to minimize the 
loss. Therefore, we must build a more sound Internet financial risk prevention 
model.[11-15] 

6 Conclusions 

The sustainable development of Internet financial platform has promoted the financial 
industry to gradually improve the traditional management mode. Under the 
far-reaching influence of the Internet era, we are timely aware of the great significance 
of the establishment of online financial service platform, and can carry out 
corresponding standardized management of market competition. At this stage, we must 
fully consider the important factors of big data mining technology for the development 
of online financial service platform, and use big data analysis technology to promote 
the long-term development of finance. The financial industry can actively adapt to the 
new situation of the market under the new financial market management mode, 

���



establish scientific and reasonable risk control measures, and fully grasp the reality and 
application value of big data mining technology in the financial field and financial 
insurance field under the guidance of the principle of step-by-step, so as to minimize 
the probability of major risk problems and effectively manage the business risks in the 
platform. 
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Abstract. Aiming at the increasingly urgent problems to be solved in the 
traceability of big data and goods such as logistics, capital flow, information 
flow and business flow of logistics enterprises, this paper provides blockchain 
intelligent logistics model and blockchain consensus algorithm for the non 
repudiation and capital security of supply chain authentication and 
anti-counterfeiting technology of logistics enterprises. This paper mainly 
analyzes the technical problems and transaction modes encountered in the 
process of traditional logistics transactions, and puts forward the basic idea of 
using cloud computing and blockchain technology to overcome their 
shortcomings. According to the technical characteristics and characteristics of 
cloud computing and blockchain, combined with their respective advantages, 
this paper introduces the technical advantages of intelligent logistics blockchain. 
The definition and concept of intelligent logistics blockchain are proposed, and 
the calculation model based on the consistency algorithm of intelligent logistics 
blockchain is given. 

Keywords: Intelligent Logistics, Blockchain, Consensus Algorithm 

1 Introduction 

With the development of digital currency, people pay more and more attention to 
blockchain technology, and the core of blockchain technology is paid more and more 
attention. It is particularly important to deeply study the consensus understanding 
mechanism of the core technology of blockchain technology. The application of 
blockchain technology in the Internet of things is one of the research hotspots. 
Consensus mechanism is also one of the core technologies of blockchain, which is in 
the stage of decentralization. It has an important impact on the key technologies of the 
Internet of things in terms of value anchoring, transaction processing speed, transaction 
confirmation delay, security and efficiency, payment verification delay, information 
security and scalability. The audit core transaction mode of the independent 
e-commerce certification center will face information security problems: first, it is 
vulnerable to security challenges, resulting in the disclosure and disclosure of a large 
number of personal confidential information; Second, the authenticity and traceability 
of the user's identity cannot be verified, and the unique identity of both parties to the 
transaction cannot be guaranteed; Third, it shall be determined by both parties of the 
transaction; Fourth, due to a large number of unreliable business data, it is difficult to 
obtain complete and systematic logistics transaction information. The distribution of 
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business data will be difficult. At the same time, the information security of logistics 
transaction, the security of distribution trade and the trust of upstream and downstream 
customers need to be solved urgently. Therefore, using blockchain consensus algorithm 
to solve the decentralization of logistics transactions and trust between users has 
important scientific commonality, great scientific and technological significance and 
economic value. 

2 Definition of Consensus Algorithm 

Consensus question is a classic question in the research fields of social science, 
computer science and other computer science and technology. It has a long research 
history and has a long research history. At present, the research papers recorded in the 
literature can be traced back to 1959 at least. In 1959, it was jointly carried out by the 
RAND Corporation and with Edmund Eisenberg and David Gale of Brown University 
College[1]. The main topic is to study how to form a group when a group of individuals 
have their own subjective probability distribution in a specific probability space, How 
to establish a consensus probability probability distribution. Then, ask questions. Since 
then, the consensus question has gradually aroused questions and gradually attracted 
extensive and general research interest in sociology, management, economics, 
especially management theory, market economy, especially computer science and 
other disciplines[2].The generation block of the consensus mechanism selects the node 
with the greatest contribution through the contribution algorithm, and gives the 
calculation formula of the contribution algorithm: 

ܥܯ = σ ߱ଶ
ே
௡ୀଵ כ ο୘

మ

னభ
ଷ(ܥܭ)+ + σ ߱ଷ

ெ
ெୀଵ +߱ସ כ ( ଵܶ െ ଶܶ െ ଷܶ) 

The consensus algorithm of the blockchain system will have to be applied in a 
more complex, open and distrustful Internet environment with complexity, openness 
and lack of confidence, because there are more nodes and malicious Byzantine nodes 
may exist and may appear. Therefore, although some distributed consistency 
algorithms such as VR and Paxos have been clearly put forward in the early 1980s, 
how to cross the Byzantine fault tolerance gap and design and establish a simple 
distributed consensus algorithm is still arithmetic, but it has always been one of the 
difficult problems in the field of distributed computing. 

Generally speaking, because the nodes of the blockchain system have the 
characteristics of distributed, autonomous, open and free access, most of them adopt 
the characteristics of P2P random access. Therefore, people mainly organize and 
distribute the global system through p-2-p network to establish nodes around the 
world participating in data verification, information authentication and bookkeeping. 
P2P node. Because each node in the p-2-p network system has equal and relative 
status, and connects and interacts with each other in a flat topology structure, there is 
no topology structure that connects and interacts with each other, and does not 
produce a centralized special node and hierarchical structure. Each node will assume 
the network architecture. Therefore, each node will perform online routing, 
verification and authentication block data, dissemination of information, transmission 
of block data Basic functions such as discovering new nodes and other information, 
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and appearing new nodes[3]. The blockchain system adopts a specific economic 
incentive mechanism to ensure that all nodes in the distributed system have the 
motivation to participate in the data capacity, participate in the generation, formation 
and verification process of information blocks, and allocate the digital cryptocurrency 
formed in the process generated by the consensus process according to and according 
to the work volume actually completed by the nodes, The consensus algorithm is used 
to select specific nodes, calculate and filter special links, and add new blocks to the 
blockchain Medium The vigorous development of a series of blockchain technology 
applications represented by bitcoin not only highlights the rise, but also reflects the 
importance, application necessity and use value of blockchain technology. Therefore, 
the consensus of blockchain system has also become a new research 
hotspot[4].According to the probability shown in the figure, conduct discrete-time 
random walk to tips and find the established goal: 

ூܲ௃ = ூܭ)ߙെ)ܲܺܧ െ ூܭ)ߙെ)ܲܺܧ௃))(෍ܭ െ ((௓ܭ
௓՜ூ
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3 Intelligent Blockchain Technology 

(1) Blockchain 
At present, there are several blockchain alliances in the world. Each alliance will 

define blockchain according to its own research focus. In Wikipedia, blockchain is 
defined as a distributed database that can be used to manage data in time order and 
ensure that data cannot be tampered with. The concept definition of blockchain was 
first mentioned in the paper "bitcoin:: a peer-to-peer electronic cash system" written 
by the researcher of "Nakamoto" published by a Japanese scholar with the pseudonym 
of "Nakamoto" in 2008. Because the blockchain stores a large amount of transaction 
information and a huge amount of exchange data, it is equivalent to a database. 
Literature presentation system. Therefore, this paper believes that blockchain is a data 
structure that can link blocks from back to front and connect them from back to front 
according to the time sequence. Asymmetric encryption technology is used to ensure 
that it can not be protected, modified, tampered with and forged. Table 1 is the 
account book. For example, table 1 shows the block chain structure diagram, where a 
� 0 (when a = 0, a � 0 (when a = 0, it represents the creation block), and the block is 
composed of a block header and a block body. The block header includes the hash 
value, version number, time date stamp, difficulty target, nonce value and Merkle root 
of the parent block. The block body stores a large amount of transaction information, 
while the blocks in the region store a large amount of transaction information[5]. 

Blockchain is decentralized and open. It also has the characteristics of DE value 
anchor, openness, consensus mechanism and non tampering, so as to ensure the 
modification of content, so as to ensure the correctness and security of transaction 
information and data. Firstly, the decentralization of blockchain makes each value 
anchor have the right to share transaction information data among nodes and verify 
the correctness of the information; Verify the accuracy; Secondly, the openness of 
blockchain is characterized by that each open blockchain is characterized by that each 
node can join or exit at any time; Be able to enter and withdraw at any time; Thirdly, 
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the characteristics of the blockchain consensus mechanism can enable the nodes 
without contact to reach agreement directly through the consensus mechanism; 
Consultation; Finally, the tamper proof feature of blockchain is that based on the 
modified feature, the hash algorithm is used to ensure that the transaction information 
will not be changed[5]. In addition, it cannot be modified according to the application 
scenario and openness. In addition, blockchains can be divided into public chains, 
alliance chains and private chains according to the application occasions and the 
scope of information disclosure. 

 
Table 1. Blockchain structure 

(2) Consensus mechanism 
Decentralized value anchor is a core and key element of blockchain. Because the 

power of each node is the same, in order to ensure the mutual cooperation between 
each node, a set of algorithm is required, and the value is the same. Therefore, if you 
want to determine the mutual cooperation between different nodes, there must be a 
calculation. This set of algorithm is called calculation, which is called consensus 
mechanism. mechanism[6]. The research mechanism of consensus mechanism 
originated relatively early. In 1982, it was also quite early. In 1982, Lamport, Shostak 
and pease proposed that Shostak and pease jointly studied how to reach the Byzantine 
general problem in the consensus agreement under the condition of Byzantine nodes, 
which promoted and promoted the development mechanism of consensus mechanism. 
The blockchain core technology consensus mechanism was first applied to bitcoin. 
Later, with the continuous development and further development and improvement of 
blockchain technology, the consensus mechanism became more and more mature. The 
common mechanism is also becoming more and more perfect. Common consensus 
mechanisms include proof of workload, proof of stake, proof of authorized equity, 
proof of authority, proof of combustion, proof of contribution, proof of existence, 
proof of data recoverability, proof of storage, Byzantine fault tolerance, etc[7]. 

4 Logistics Transaction Process and Model 

(1) Logistics transaction process 
At present, in addition to using the relevant modules of the logistics information 

management network system to customize the transportation plan and the 
warehousing module to simply manage the warehousing, the corresponding template 
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is provided to formulate the logistics distribution scheme, and the warehousing 
template is used to keep and track the goods easily. Most operations still remain in 
manual management and custody or the preservation of paper documents. The 
logistics transaction process includes the order placing process, including customer 
information management, warehousing, inventory counting, transportation tracking, 
transaction distribution tracking, trade feedback, etc. Because the detailed sensitive 
information of the circulation logistics links such as transportation related distribution 
expenses, document review, transaction document verification, trade docking and 
goods integrity generated in this process is not unified, the whole system centralized 
processing cannot be realized[8]. Therefore, the whole logistics transaction process is 
not visible in the process, and it is unable to connect all customers in the supply chain 
to provide efficient logistics services, Nor can it be connected to every user in the 
enterprise to realize effective distribution business, nor can it meet the requirements 
of enterprise logistics decentralization and non repudiation. 

(2) Traditional logistics transaction mode 
The traditional logistics distribution center transaction model has a certain model 

and has reached the corresponding degree of modernization. Through, we can use the 
operation specifications and rules of the logistics distribution center, the technology 
and means of intelligent identification of the Internet of things, and use the network 
station and database of the logistics distribution center to establish an information 
network platform, as shown in Figure 1. Users can provide information on their 
network platform to realize data query and logistics transaction. Once such a 
centralized commodity transaction information data platform is attacked by hackers, it 
will steal and steal sensitive information in the database system, resulting in data 
leakage; Disclosure of customer information; The imperfect user review mechanism 
leads to the imperfect network review system, resulting in the proliferation of online 
registered users and customers, which can not eliminate false and prevent unfair 
competition such as virtual commodity trading; Improper activities of logistics 
transportation; In case of loss of goods, loss of goods and dishonest transactions 
during the transportation of goods, it is impossible to trace the origin of goods, collect 
trade, obtain the origin of goods, and obtain comprehensive, complete and systematic 
logistics transactions and effective goods trade information. The above problems and 
situations can not be properly solved under the premise of the traditional logistics 
goods centralization model. Therefore, it is proposed that cloud computing 
technology and blockchain technology should be applied to the logistics transaction 
model to achieve decentralization and apply to the goods trade model, so as to realize 
the purpose of DE value anchor, honest transaction, traceable trade and 
traceability[9]. 
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Figure 1. Traditional logistics management mode 

(3) Logistics blockchain Technology 
Liang Bin understood the consensus mechanism and mechanism of blockchain 

through "mining with bitcoin", described in detail the advantages and disadvantages 
of the four basic consensus mechanisms under the office chain, pointed out the 
characteristics of the mechanism, and put forward a consensus mechanism that does 
not require complete consensus under the alliance chain. Wang miaojuan pointed out 
the mechanism[10]. Wang miaojuan believes that due to the potential security risks 
caused by the information caused by the complete and full transparency of blockchain 
data, as well as the increase of data due to the increase of the number of statistical 
information, it is more and more difficult to save data analysis between node storage, 
as well as the information game caused by the competition caused by node 
competition. Finally, she envisages the issuance of tokens based on the design, 
development and adoption of blockchain, In order to realize the token system of 
information technology, in order to carry out the digital management of logistics 
express business and distribution service and the storage of package data and quantity 
information[11]. The scheme is not divorced from preservation in essence. Although 
this method can not fundamentally get rid of the traditional token mode, it is applied 
in logistics business, but it also provides ideas and Thoughts on the application of 
blockchain information technology in express industry[12]. Logistics chain 
technology integrates information flow, transportation and storage, and spans multiple 
logistics steps, many processes, hundreds of locations and destinations, which makes 
event tracking, historical data tracking, verification and verification, and unexpected 
response speed all face challenges. Moreover, it is difficult to investigate and study 
illegal activities in the logistics chain due to the lack of transparency. In fact, 
blockchain information technology is a safe and efficient multi-party and effective 
distributed ledger system with multiple information exchange and interaction modes. 
Its decentralization, tamperability, forgery and high transparency make it transparent, 
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making it an excellent tool to change the best chain of the logistics chain. Each 
participant in all chains of the logistics chain can be in a consensus network, which 
can provide simple and effective tracking tools for customers and auditors, and more 
simple and efficient tracing work[13]. 

5 Design of Intelligent Logistics Blockchain Consensus Algorithm 
Model 

In order to realize resources, in order to meet the user needs for information flexibility, 
rapid adjustment between nodes, low scheduling, cost reduction and high robustness, as 
well as the application requirements of various transactions and high robustness, no 
trading entity needs to deploy large-scale computing clusters in local organizations. All 
large computing groups, because any consensus authentication process has verification, 
and the calculation is completed through blockchain or cloud network platform in the 
process. Therefore, the operation is carried out. Therefore, it further proposes to build a 
logistics distribution blockchain model based on cloud computing technology[14]. 
Pattern based. The logistics distribution blockchain model model based on cloud 
computing technology truly reflects the core requirements of decentralization. Multiple 
authentication, that is, multiple application nodes cooperate to verify any transaction 
activities in logistics activities. In the long run, considering the upstream suppliers and 
downstream sellers, the upstream providers and downstream distributors are dynamic, 
which can be guaranteed. In this way, we can improve the number of nodes, prevent the 
total amount of malicious nodes and avoid large-scale destruction and massive attacks 
of malicious nodes. Each authentication node is the beneficiary of logistics transaction 
service trade behavior, will actively abide by the main promoter, and will 
independently implement the consensus authentication mechanism. Therefore, it is 
consistent with the verification system. Therefore, the logistics service blockchain 
model of base cloud computing has a high transaction mode and strong trade stability 
and fault tolerance. As can be seen from Figure 2, based on the second middle school, 
according to the logistics blockchain model of cloud computing, all transaction 
authentication behaviors are in the same mode, and all trade verification actions are 
performed on the Hadoop blockchain cloud platform. Firstly, the map function is used 
to dynamically allocate n nodes to each transaction information to different trading 
entities, then simulate its transaction authentication process and the process of trade 
verification, and then transfer the logistics transaction trade information through the 
hash encryption algorithm. Then, the Byzantine consensus ((pbft)) algorithm is used to 
complete the authentication, and the reduce function is used to realize the protocol 
processing in the reuse of the authentication process. The overall authentication process 
has, The whole verification process has high fault tolerance, which is convenient for 
internal transactions, which is also conducive to the cooperation of trade subjects, 
suppliers and sellers in the company to maintain the logistics transaction and 
distribution trade information system. Blockchain uses consensus mechanism and 
Hadoop and Hadoop distributed storage information technology to achieve logistics 
decentralization, which can realize the decentralization and tamperability of goods, 
customization, and users can trace the source of all goods, the source of the whole 
goods and the process of logistics and transportation[15]. 
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Figure 2. Logistics blockchain model based on Cloud Computing 

6 Conclusions 

Using blockchain technology and consensus algorithm, this paper designs an intelligent 
consensus algorithm calculation research model on smart logistics, ensures the 
technical requirements of decentralization and non tampering, solves and solves the 
computational power problem of large-scale consensus operation, and provides a basis 
for a series of problems faced by the logistics industry, such as opaque transactions and 
non disclosure of information[16], The basic idea of blockchain solution is put forward. 
The simulation results show that the module has high performance in security, stability 
and throughput. However, the embodiment. However, due to the openness and 
transparency of the blockchain, it also means that the logistics personal information is 
published in the logistics network and user websites. While tracing the origin of the 
information flow, some personal information that is not suitable to be disclosed and 
some personal information that is not suitable to be disclosed will also be exposed. The 
next research will be exposed. Therefore, future research and development work will 
focus on the structural optimization of the construction mode of logistics 
decentralization model, And consider the application of digital signature technology to 
do a good job in order to keep users' privacy information safe and confidential. 
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Abstract: In recent years, my country has made every effort to promote the 
investment and development of the sports tourism industry; adhere to market 
leadership, government support, standardize the development of sports tourism 
activities, and accelerate the formation of a sports tourism industry system and 
product system with a reasonable system structure and complete functions. The 
purpose of this paper is to study the application of the improved ID3 algorithm 
in the sports tourism service system. The concept of sports tourism service 
system is studied and divided into four systems for exposition. The relevant 
knowledge in the field of data mining is introduced, the idea of ID3 algorithm 
and the criteria for ID3 algorithm to select splitting attributes are given, and 
then the research problem is introduced; Based on the concept of 
misclassification ratio, a first pruning strategy based on misclassification ratio 
is proposed, and the BAID3 algorithm is applied to the weather analysis of the 
service system of sports tourism service system. A decision tree about whether 
it is suitable for sports tourism is constructed, and compared with the traditional 
ID3 algorithm and the C4.5 algorithm, the BAID3 algorithm is better than the 
ID3 algorithm and the C4.5 algorithm in the number of internal nodes and the 
number of leaf nodes. 

1 Introduction 

After the material needs of the masses are met, the demand for services and products at 
the spiritual level begins to increase. At the same time, leisure time is also increasing. 
The tourism industry has developed rapidly around the world. Tourists no longer stop 
to participate in traditional single Sightseeing tourism activities, but to the pursuit of 
experience, recreation and fitness leisure sports activities [1-2]. The integration of 
sports and tourism has given birth to sports tourism, a new type of tourism that 
integrates leisure, fitness and entertainment. Therefore, sports tourism has become a 
new development trend of modern tourism and is favored by tourists from all over the 
world [3-4]. 

With the increasing development of sports + tourism, policy documents related to 
the development of sports tourism have been issued one after another, and the 
development of sports tourism in various provinces and cities is in full swing [5]. As a 
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sporting activity with a long tradition, existing products and future prospects, golf is a 
first-class tourism resource, for which Daries N developed an integrated model for 
analyzing golf course websites: an analysis based on web content with four 
dimensions (i.e. information, communication, e-commerce and additional functions), 
and the stages of extending the model [6]. Putra F analyzes potential interest in 
PERSIS Solo sports tourism in Suragada following Manahan Solo Stadium 
renovation plan. This type of research is descriptive qualitative research. The analysis 
method uses SWOT, and the results show that PERSIS Solo is in the first quadrant, so 
club management can adopt policies that use the power of the internal environment to 
maximize the existing market opportunities [7]. Therefore, it is necessary to study the 
data analysis in the sports tourism service system [8]. 

This paper introduces the basic idea, basic process and production indicators of the 
decision tree classification algorithm, and introduces several common decision tree 
classification algorithms. Then it introduces the principle, description, advantages and 
disadvantages of ID3 algorithm and the key content of the sports tourism service 
system. The specific steps of improving the algorithm, the main data structure of the 
algorithm application and the flow of the algorithm are also given. Finally, the 
improved ID3 algorithm is implemented on the development platform whose 
processing environment is Eclipse. The improved ID3 algorithm is applied to the 
analysis example of sports tourism service system. This example implements the 
comparison between the improved ID3 algorithm and the original ID3 algorithm. 

2 Research on Application of Improved ID3 Algorithm in Sports 
Tourism Service System 

2.1 Data Mining 

(1) Decision tree 
A decision tree is a tree structure similar to a flowchart. It takes a retrospective 

top-down approach. Each node in a decision tree compares attribute values. The 
downstream branches of a node are determined by the results of determining various 
eigenvalues [9-10]. Leaf nodes reflect the conclusions of the decision tree, and by 
analogy, a decision tree is such an iterative tree structure. Among them, each node 
without sheet represents the input attribute of the dataset, the corresponding attribute 
value is defined as the attribute value, and the leaf node represents the final output 
attribute value [11-12]. 

The basic algorithm of decision tree is the greedy algorithm. The existing 
commonly used decision tree learning algorithms are based on this algorithm. The 
algorithm uses retrospective search and top-down scrolling. This is the most basic 
bootstrap algorithm. Among decision tree-based classification algorithms, ID3 is the 
most classic bootstrapping algorithm [13-14]. CART and C4.5 are extensions of ID3. 
The main advantage of a decision tree is that it saves a lot of data preprocessing tasks 
because its structure is simple and easy to understand and it is very good at dealing 
with non-numeric data. The model has high efficiency and fast sorting speed, and is 
especially suitable for large-scale data processing, does not require knowledge other 
than training data, and has high accuracy. It is currently the leading classification 
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technology and has been successfully applied to data analysis in multiple industries 
[15-16]. 

(2) ID3 algorithm 
The core of the ID3 algorithm is: if the attributes at all levels of the decision tree 

are selected, the information gain is used as the attribute selection criterion, so if each 
node without leaves is checked, the maximum category information of the test record 
is obtained. The method is as follows: discover all attributes, select the attribute with 
the highest information gain to create a decision tree node, create branches with 
different attribute values, then call the method retroactively on a subset of each branch, 
creating a branch for node determination. Trees up to all subsets contain only the 
same class of data, resulting in decision trees that can be used to classify new samples 
[17]. 

From the basic principle of the ID3 algorithm, it can be seen that the ID3 algorithm 
uses the information entropy value of each attribute to determine the separation 
attributes in the data set, and the selection tends to favor attributes with more values. 
In response to this problem, many methods have been proposed, such as: profit rate 
method, Gini index method, G-statistics method and so on. From the principles of 
many existing improved algorithms and the basic types of information gain, it can be 
seen that the size of the information gain determines the information entropy, and the 
information entropy is used to reflect the uncertainty of each attribute in the entire 
dataset [18]. 
2.2 Sports Tourism Service System 

Sports tourism has become a rising star in my country's tourism industry, and it is a new 
form of sports that combines sports and tourism. There are many definitions of sports 
tourism, and there is a lot of controversy about the specific content and form of 
distinguishing tourism and sports tourism. But no matter how the definition is studied 
and analyzed, the basic definition of sports tourism contains an important key point, 
that is, the sum of the social relations associated with the project of tourists who 
participate in or watch various sports content. The sports tourism service system should 
include management system, supply system, product system and service system. 

The management system of the sports tourism service system is the institution and 
department that manages the ice and snow sports tourism service activities. 

The supply system of the sports tourism service system refers to the collection of 
enterprises, organizations and departments that interact with tourists with the goal of 
improving tourist satisfaction, including sports and leisure business venues, tourism 
companies, public welfare clubs and for-profit sports companies, etc. 

The product system of the sports tourism service system refers to all sports 
activities that are finally provided to tourists as products through resource 
development, including sports event tourism products, sports leisure tourism products, 
festival tourism products and national traditional sports tourism products. 

The service system of the sports tourism service system refers to the service 
content and specific measures and behaviors provided by the service provider to 
improve the pleasure level of tourists in the process of tourism experience, including 
supporting equipment and facilities, auxiliary items and services. 
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3 Investigation and Research on Application of Improved ID3 
Algorithm in Sports Tourism Service System 

3.1 BAID3 Algorithm 

The BAID3 algorithm uses the improved information gain as its attribute selection 
criteria. Based on the information gain adopted by the original ID3 algorithm, the 
corresponding relationship between attributes and class tags, the distribution of 
attribute values, and the corresponding relationship between attribute values and class 
tags are calculated. Taking this into account, that is, using the influence factor of the 
attribute and the influence factor of the attribute value to modify the original 
calculation of the information gain. 

After adding the influence factor of the attribute, the improved expected 
information amount C_InfoA(Set) required to classify any tuple in the training dataset 
Set according to the attribute A is defined as: 
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Among them, pi represents the non-zero probability that any tuple in the training 
dataset Set belongs to the class Ci. After adding the influence factor of the attribute 
value, the dataset Set needs to be split according to the discrete attribute A to achieve 
an accurate classification. The total improved information amount W_InfoA(Set) is 
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Among them, |Setj|/|Set| represents the weight of the jth subset, pi represents the 
non-zero probability that any tuple in the training data set Setj belongs to class Ci, 
pi=|Ci, Setj|/|Setj|, S is the original sample set. Like the ID3 algorithm, the smaller the 
amount of information required, the higher the purity of the division. 
3.2 Example Application of Sports Tourism Service Algorithm 

In order to illustrate the application method of the BAID3 algorithm in the sports 
tourism service system, we use the following example to illustrate it. In order to 
improve the pleasure level of tourists in the process of sports tourism experience, the 
service system of the sports tourism service system in this paper provides weather 
analysis services. 

Select the randomly selected training sample set about "climate" in February 2022. 
In the sample set, each attribute is discrete, among which "weather", "temperature", 
"humidity" and "wind" are general attributes, "Sports" is a class label attribute, which 
has two different attribute values {Suitable for sports tourism, not suitable for sports 

���



tourism}; therefore, there are two different classes here, let class C1 represent "Sports 
tourism", and class C2 represent "Not suitable for sports tourism". There are 9 tuples 
belonging to class "fit" and 5 tuples belonging to class "not fit". 

Experimental running environment: Intel( R ) Core( TM ) 2 Quad CPU Q8400 @ 
2.66GHz 2.67GHz, 2.00GB RAM, Windows 7, Eclipse Java EE IDE for Web 
Developers.  

4 Analysis and Research on Application of Improved ID3 
Algorithm in Sports Tourism Service System 

4.1 Algorithm Application Process 

Among the four attributes, the attribute "weather" has the highest information gain, so 
"weather" is selected as the division attribute. Label the node N as the attribute 
"weather" and grow branches with each attribute value of "weather", the tuples in the 
training dataset Set are divided into three subsets as shown in Figure 1. We notice that 
the tuples that fall into the "weather=cloudy" branch all belong to the same class label 
"suitable", so a leaf node should be created at the end of this branch and label this leaf 
node as "suitable". Finally, the decision tree structure established by the BAID3 
algorithm is shown in Figure 1, which is used to predict whether a certain day is 
suitable for sports tourism, each internal node represents a test attribute, and each leaf 
node represents a class label (“Suitable for sports tourism”). ” or “Not suitable for 
sports tourism”). 

 
Figure 1. The decision tree generated by the BAID3 algorithm based on the dataset 

4.2 Algorithm Comparison 

The decision tree generated by the BAID3 algorithm under different misclassification 
UDWLR�WKUHVKROGV�į�LV�VXSHULRU�WR�WKH�,'��DOJRULWKP�DQG�WKH�&����DOJRULWKP�LQ�ERWK�WKH�
number of internal nodes and the number of leaf nodes, as shown in Figure 2. 
Therefore, the decision tree structure constructed by the BAID3 algorithm is simpler 
and more reasonable and easier to analyze and understand, that is, the decision tree 
structure generated by the BAID3 algorithm is more reasonable and accurate; and the 
C4.5 algorithm, as an improved algorithm of ID3, the structure of the decision tree 
constructed is also excellent. Based on the ID3 algorithm, as shown in Table 1. 
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:KHQ�WKH�PLVFODVVLILFDWLRQ�UDWLR�WKUHVKROG�į�LV����DW�WKLV�WLPH��WKH�%$,'��DOJRULWKP�
has not undergone any pre-pruning operation in the entire decision tree generation 
process), the structure of the decision tree generated by the BAID3 algorithm is better 
than the ID3 algorithm, because the BAID3 algorithm has The improved information 
gain is used to select the attributes for dividing the data set, which overcomes the 
problem of multi-value bias in the traditional ID3 algorithm to a certain extent, so the 
generated decision tree is more reasonable and closer to the ideal. decision tree 
VWUXFWXUH�� :KHQ� WKH� PLVFODVVLILFDWLRQ� UDWLR� WKUHVKROG� į� LV� QRW� �� �DW� WKLV� WLPH�� WKH�
BAID3 algorithm will take a certain first pruning operation in the decision tree 
generation process), the reason why the decision tree structure generated by the 
BAID3 algorithm is better than the ID3 algorithm and C4. 5 The algorithm is not only 
because it overcomes the problem of multi-value bias, but also because of the 
adoption of the first pruning strategy, which removes the decision tree branches 
caused by noise or outliers, and avoids the occurrence of overfitting. This makes the 
decision tree structure more reasonable. 

Table 1. Algorithm Comparison Results 

Misclassification ratio threshold 
į 

ID3 
algorithm 

C4.5 
Algorithm 

BAID3 
algorithm 

0.02 6820 5721 6032 
0.04 7052 5551 5529 
0.06 6950 5632 5367 
0.08 7012 5488 5018 
0.10 6990 5716 4872 
0.12 7054 5688 3567 
0.14 6811 5628 3261 
0.16 6850 5569 2888 
0.18 6915 5578 2197 
0.20 6973 5690 1847 

 
Figure 2. The number of leaf nodes of the decision tree generated under different 

PLVFODVVLILFDWLRQ�UDWLR�WKUHVKROGV�į 
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5 Conclusions 

The sports industry is becoming more and more popular, and sports tourism, as a part of 
it, plays a vital role. In the context of the continuous improvement of China's economic 
development level, people's living needs have shifted from basic physical activities to 
outdoor leisure activities and tourism activities far away from the place of residence, 
and the pursuit of a spiritual level centered on health, family affection and life 
experience is increasingly escalating Therefore, sports tourism has become a research 
hotspot. Starting from a large amount of accumulated weather raw data, this paper 
mainly uses the decision tree classification algorithm of data classification, combined 
with the improved decision tree classification ID3 algorithm to analyze the specific 
trends of customer groups and formulate relevant strategies. It focuses on the analysis 
of sports tourism travel plans of various types of tourists, provides scientific knowledge 
support for sports tourism service management and sports tourism marketing strategies, 
and has important practical significance in the application of sports tourism 
informatization. 

Acknowledgements 

This work was supported by the Science Research Project of Wuhan Business 
University ‘Study on sustainable development of Jingchu folk sports tourism under the 
background of sports industry’, (No.2021KY020). 

References 

1. Praisra H, Endyana C, Khan A, et al. Potensi wisata olahraga air sungai Ciherang: Kayak 
X; Water sport tourism potential Ciherang river: Kayaking X. Altius Jurnal Ilmu Olahraga 
dan Kesehatan, 2021, 10(1):19-30. 

2. Weed M. Maximising the use of existing knowledge and evidence: showcasing systematic 
reviews in sports tourism. Journal of Sport Tourism, 2021, 25(1):1-2. 

3. Putra M J, Hermanto B, Sukoco I, et al. The Effect of Tourist Objective Photos of Tourist 
Festival on Sport Tourism (Asian Games) In Palembang, Indonesia. Halaman Olahraga 
Nusantara (Jurnal Ilmu Keolahragaan), 2021, 4(2):350-368. 

4. Cahyadi H S, Suherlan H, Dewantara M A. Cost and Benefit Analysis of Sports Tourism 
in Downhill Trek, Cikole Lembang, Bandung Barat District, West Java Province. Jurnal 
Kepariwisataan Destinasi Hospitalitas dan Perjalanan, 2021, 5(1):1-9. 

5. Terzi A, Demirovi D, Petrevska B, et al. Active Sport Tourism in Europe: Applying 
Market Segmentation Model Based on Human Values:. Journal of Hospitality & Tourism 
Research, 2021, 45(7):1214-1236. 

6. Daries N, Cristobal-Fransi E, Ferrer-Rosell B. imp1ementation of website marketing 
strategies in sports tourism ana1ysis of the on1ine presence and e commerce of go1f 
courses. Journal of Theoretical and Applied Electronic Commerce Research, 2021, 
16(3):542-561. 

7. Putra F, Aqmala D, Praswati A N. The Impact of Gelora Manahan Solo Renovation on 
Persis Solo Potential Sport Tourism. Jurnal Penelitan Ekonomi dan Bisnis, 2021, 
6(1):45-57. 

8. Jaelani E, Erdinaya L K, Dr. Rohanda, et al. The Religious Meaning Of Equestrian And 
Archery Sport Tourism: A Phenomenological Analysis. Geojournal of Tourism and 

���



Geosites, 2020, 28(1):246-256. 
9. Park S H, Cho K B, Roh D Y. The Relationship among Sports Tourism SNS Information 

Characteristics, Satisfaction and Intention to Reuse. Korean Journal of Sports Science, 
2020, 29(6):447-459. 

10. Kim M, Park S. A Study on Priority Assessment of Policy Factors for Revitalization of 
Sport Tourism. The Jounal of Cultural Exchange, 2020, 9(4):29-45. 

11. Hasibi S, Shojaei V. Strategic Analysis of Sports Tourism Marketing Mix in Mazandaran 
with 7P's Approach. Journal of Applied researches in Geographical Sciences, 2020, 
20(57):169-186. 

12. Traverso L D, Oliveira A, Maciel J, et al. Sports Tourism and the 9th International 
Marathon of Punta Del Este, Uruguay. Revista Rosa dos Ventos - Turismo e Hospitalidade, 
2020, 12(3):616-634. 

13. Omorczyk A. A Tourist in Pursuit of the World of Sport Review of the Book by Ewa 
Malchrowicz-0RNR�(QWLWOHG� 6SRUW� 7RXULVP��$FDGHP\� RI� 3K\VLFDO� (GXFDWLRQ� LQ� 3R]QDĔ��
3R]QDĔ� ����. Acta Universitatis Lodziensis Folia Sociologica, 2020, 75(208-600X): 
133-139. 

14. Tayebisani S, Rouhani A. Shahrood sport tourism planning using SWOT technique with 
emphasis on natural attractions. International Journal of Culture Tourism and Hospitality 
Research, 2020, 7(1.2):65-82. 

15. Choi Y J, Kim H Y, Hur S E, et al. A Study on Exploring of Moving Sports Tourism: 
Case of Bicycle tourism. Journal of Sports and Applied Science, 2020, 4(1):14-27. 

16. Harahap Z, Kartika T. Community Development In Sports Tourism Development As 
Economic Driver Inclusive In South Sumatera. Journal of Indonesian Tourism Hospitality 
and Recreation, 2020, 3(2):197-206. 

17. RJ González-García, Escamilla-Fajardo P, S López-Carril, et al. Residents' perceptions 
of sports tourism: impacts, quality of life and support for the industry. Cuadernos de 
Psicologia del Deporte, 2020, 20(2):174-188. 

18. MD Petrovi. Editorial on Sports Tourism Issue. Journal of Hospitality and Tourism 
Research, 2020, 45(1):1-3. 

���



Design of Public Sports Service System in the Era of 5G + 
Artificial Intelligence 

Xinying Liu(
) 

The School of Physical Education, Wuhan Business University, Wuhan, Hubei, China 
(
)Corresponding author: 15239059@qq.com  

Abstract. With the deepening of digital construction in the field of public 
sports, the volume of public sports resources has also become very large. Some 
public cultural and sports service units have built digital service network sites, 
using the Internet to allow users to obtain resources and share in a timely 
manner. The purpose of this paper is to study the design of public sports service 
system based on the era of 5G + artificial intelligence. Combined with the 
development level at home and abroad, give a suitable solution for the current 
situation in China, and design and implement a public cultural and sports 
resource service system; sort out the business requirements of the system to 
ensure that the system can solve the research problems; use the sports industry 
public service cloud platform As the carrier, the instant messaging system of the 
platform can provide sports business consulting services and platform 
consulting services for the platform audience, and the implementation of the 
system data statistics module is analyzed in detail, combined with the actual 
application scenarios, so that the system can meet the overall design and 
expectations. 

Keywords: Artificial Intelligence, 5G Technology, Public Sports, Service 
System 

1 Introduction 

Urban community public sports service is the focus and part of national public service 
construction, and the construction of healthy urban community cannot be separated 
from the rational distribution of public sports service resources [1-2]. Achieving the 
balanced development of the supply of public sports services in urban communities is 
an important way to achieve social equity and a social redistribution of public sports 
services [3-4]. Integrating health into every link of urban construction fully reflects the 
importance and necessity of urban community public sports services in the process of 
promoting the "Healthy China" strategy. Improving the supply of public sports services 
in urban communities is an effective means to improve the health level of community 
residents and promote the construction of "Healthy China" [5]. 

Public sports services are a hot topic at the moment, and Oh H's research focuses 
on extracting the factors that influence user satisfaction who regularly use large public 
sports centers, and using them in the planning and operation of future facilities. In 
terms of theoretical background, the definitions, samples and facility satisfaction 
factors of large public sports complexes are reviewed. Through the survey, the factors 
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affecting user satisfaction are analyzed in the order of program level and type, sports 
equipment, convenience of visiting facilities and program price [6]. Elebi E's study of 
176 sports fans found that public relations strategies (controlling reciprocity, trust, 
satisfaction) were precursors to fan loyalty. In addition, public relations perceptions 
were found to be a determinant factor in supporting sports club behavior. Sports fans 
define their relationship with sports organizations as a public relationship based on 
one-sided support rather than an exchange based on mutual benefit. As a result of the 
study, several recommendations were made for sports clubs to improve the quality of 
their relationships with supporter groups [7]. Therefore, it is feasible to build a public 
sports service system under the background of 5G + artificial intelligence era. 

The innovation of this paper: In terms of research content, combined with the 
current national vigorous promotion of the development of intelligent public sports 
services and the implementation of the "5G + artificial intelligence" action plan, the 
community is the starting point to study the development of public sports service 
systems. For other public sports The subject research of the service is relatively new, 
and it is also the expansion of the content. Using basic analysis to understand the 
public's needs and reasons for intelligent public sports service equipment, platforms, 
and content, and then analyze the influencing factors of demand, and innovate the 
research perspective of intelligent public sports service system. 

2 Research on the Design of Public Sports Service System in the 
Era of 5G + Artificial Intelligence 

2.1 5G Technology 

The high speed and convenience of 5G technology make the application of digital 
sports more extensive. Digital sports is the conversion of traditional sports into the 
application of digital technology under the promotion of digital technology to meet the 
user's purpose of physical exercise [8-9]. The mobile public sports service system itself 
is a digital sports activity. The development of the mobile public sports service system 
should seize the development opportunity of 5G, change the way of thinking, 
re-cognize mobile e-sports, and create a new market orientation. To meet the needs of 
sports, develop traditional sports services [10]. The breakthrough of 5G technology has 
promoted the widespread popularity of instant messaging, which enables users to 
experience public sports services without leaving their homes, and is no longer limited 
by the limitations of traditional venues. 
2.2 Artificial Intelligence 

With the development of science and technology, artificial intelligence technology is 
becoming more and more mature, and it is more and more applied to traditional 
services, enabling it to actively and automatically obtain information, conduct analysis, 
and match needs. Therefore, while applying artificial intelligence, it is necessary to 
regulate artificial intelligence and other related technologies [11-12]. The problems 
brought about by the development of artificial intelligence are mainly reflected in the 
legal and ethical aspects, which are also the major disputes in the current development 
of artificial intelligence. When developing artificial intelligence systems, it is necessary 
to pay attention to the security of the system, to improve the security of the system at 
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the professional and technical level, and to strictly test the artificial intelligence 
technology and system, and to improve the security of the artificial intelligence system 
under various guarantees [13-14 ]. 
2.3 Sports Public Service 

There are many classifications of public services, and according to different standards, 
there are different classifications. According to the characteristics of public services, 
public services can be divided into pure public services and quasi-public services (or 
mixed public services); according to the functions of public services, public services 
can be divided into maintenance public services, economic public services and social 
public services. Services [15-16]. 

The academic circle uses two terms for this proposition: "Sports Public Service" 
and "Public Sports Service". The objects denoted by the two concepts are identical, 
but there has been debate as to which term is the most normative [17]. Whether it is 
"sports public service" or "public sports service", the conceptual cognitions expressed 
by the two tend to be the same, that is, they both have public attributes, are dominated 
by government departments, and participate in the society and individuals. The related 
sports products and services are a combination of sports and public services [18]. 
2.4 Analysis of System Business Requirements 

The system services of the sports venue service platform are mainly extracted from 
actual consumption scenarios, and these services are established based on user needs. 
The service platform system provides a new type of consumption service based on the 
O2O model for both sports players and venue operators. Athletes do not need to blindly 
search for suitable sports, and venue operators do not have to invest huge costs. In 
terms of marketing, sports venue operators add their own venue information on the 
platform, and add the sports services that venues can provide in their own venues. 
project, and then the venue information and sports project information will be 
submitted to the system administrator for approval, and after completion, the 
information will be displayed on the sports venue service platform. Sports participants 
only need to open the sports venue service platform to browse all the surrounding sports 
venue resources in one stop, and then they can view the detailed information and sports 
items of a venue on the platform, and can also view the detailed introduction of each 
sports item. After understanding the information of these sports resources, sports 
players can go offline to exercise or consume. 
2.5 Cloud Computing Technology 

The cloud computing model is actually to store a large amount of application software 
and data in a cloud with super storage and computing functions built through 
virtualization technology for users who access the cloud. Cloud computing is often 
used in data computing and analysis. The distributed computing method divides the 
program that needs to be calculated into thousands of subprograms, and hands these 
subprograms to each IP network unit for processing. Finally, each processor aggregates 
the processing results into the cloud platform to form the results. This computing mode 
can greatly improve computing efficiency and reduce computing time, enabling users 
to enjoy super network computer-like services with a computing power of more than 10 
trillion operations per second, and the storage and computing power of cloud 
computing are based on demand Scale by adding remote data center servers. 
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3 Investigation and Research on the Design of Public Sports 
Service System in the Era of 5G + Artificial Intelligence 

3.1 Architecture of Public Sports Service System 

The instant messaging system in the public sports service cloud platform has a wide 
range of uses. For example, when inquirers make inquiries to the information center, 
they need to use the instant messaging system; when consumers purchase sports 
services, they need to use the instant messaging system to learn more about the service 
information; investors need to use the instant messaging system. An instant messaging 
system is required for project information. The instant messaging system based on the 
C/S architecture is the basis for the cloud application in the cloud platform to play its 
functions. The operation mechanism of the instant messaging system service of the 
public sports service cloud platform is as follows: users access the cloud platform, 
choose to access the corresponding sub-platform according to their own needs, and 
enter the information consultation questions in the sub-platform. After the cloud 
platform system performs simple information processing, the user's consultation 
information is sent to the corresponding service window through the platform instant 
messaging system, and the user can communicate with the corresponding staff. After 
the exchange, the user will give feedback and evaluation of the service according to the 
service situation, and the cloud platform system will analyze the feedback information 
and store it in the cloud database for reference by relevant subjects. 
3.2 System Data Statistical Model 

The conversion rate of venue facilities booking is the ratio of the actual number of 
registrations for the venue facilities to the total number of independent users visiting 
the venue facilities introduction page of the mobile client within a period of time. The 
calculation formula is formula (1). k represents the time period. If the calculation 
period is one month, then k=30, which is the conversion rate of venue facilities within 
30 days. UVk represents the number of unique users visited by the mobile client on the 
kth day, and DUk represents the number of subscribers on the kth day. 
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The formula for calculating the utilization rate of venue facilities is formula (2). 
UsageRate(k) represents the utilization rate of venue facilities, where k represents the 
time period. If the utilization rate of a venue is calculated for one month, k=30. DUk 
represents the number of sessions actually used on the kth day, and DSk represents the 
total number of sessions opened on the kth day. 
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4 Analysis and Research on the Design of Public Sports Service 
System in the Era of 5G + Artificial Intelligence 

4.1 System Function Module Design 

The sports venue service system is divided into three modules, namely the front-end 
display module, the sports venue editing module and the administrator module, as 
shown in Figure 1. The front-end display module includes the display of the home page 
of the service platform, and the information required by the home page mainly includes 
the advertisement information of the recommended position, the list of recommended 
venues, the classification of commonly used venues, and the statistics of user behavior 
data. The venue display function fulfills the requirements of displaying surrounding 
venues in a list, displaying detailed information of each venue, and searching for 
corresponding venues. The sports item display function fulfills the requirements of 
displaying various sports items in a list, displaying the detailed information of a sport 
item and searching for a specific sport item. The stadium editing module is mainly for 
stadium operators, and performs account information management, stadium 
information editing, sports item editing and authority verification operations. The 
administrator module has the highest authority of the platform, the user management 
adds and bans accounts, the sports venue management audits the venue information, 
and the authority verification ensures the security of important operations. 

 
Figure 1. Three modules of the system 

Sports venue service system 

Front-end display module 

Stadium editing module 

admin module 
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4.2 Implementation of System Data Statistics Module 

The management background data statistics page has statistics on the usage data of 
client users, such as the number of visits, readings, usage of venue facilities, etc., and 
the user's behavior data is counted and displayed in the form of graphs, which can help 
relevant agencies and units analyze public affairs. The use of cultural and sports 
resources services, better allocation of resources, improve the effective supply of 
public cultural and sports resources and services, rational allocation of common 
cultural and sports resources, and data-driven service upgrades. The data returned by 
the client is calculated by the server and stored in the database, and then the output 
front-end is displayed by JS_Charts. The statistical data mainly include the number of 
client visits, the reading volume of news information, the reading volume of event 
information, the statistics of event participation data, the reading volume of venue 
facilities information, the number of venue facilities reserved, the ranking of venue 
facilities, and the utilization rate of venue facilities as shown in the figure. 2, the age 
distribution of event participants, etc., according to this information, the conversion 
rate of the event activities, type preference analysis, age distribution, etc., the usage 
distribution and usage rate of venue facilities, etc. are shown in Table 1. 

Table 1. Age distribution 

Age distribution usage(%) user count 
10-20 31 1996 
21-30 38 2447 
31-40 20 1288 
other 11 708 

 
Figure 2. Venue Facilities Utilization Rate 
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5 Conclusions 

At present, with the strong support of national policies and the application of 5G + 
artificial intelligence, many problems faced by the supply of public sports services in 
urban communities will be effectively solved. Based on the theoretical perspective of 
5G + artificial intelligence, this paper conducts an in-depth study on the supply of 
public sports services in urban communities, in order to explore the internal connection 
of the supply of public sports services in urban communities and the existing problems 
at this stage, and try to propose the network governance of the public sports service 
system. action. It is hoped that it will be beneficial to the research work on urban 
community public service governance in the new era, and make contributions and 
efforts to strengthen and innovate the construction of the social system and promote the 
modernization of the national sports service system and governance capacity in the new 
era. 
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Intelligent Algorithm 

Ren Li(
) 

Academy of Art and Design, Shaoyang University, Shaoyang, Hunan 
(
)Corresponding author: lr465823778@163.com 

Abstract. The appearance design of the product affects the overall design of the 
product. Without a good product appearance design, there is no perfect product 
design. In today's knowledge economy, the shape design of products has 
irreplaceable significance in the whole process of product manufacturing. This 
paper starts with the characteristics of product appearance design, expounds the 
development significance of the product appearance design system, and then 
describes the goals that the automatic product appearance design system needs 
to achieve and the characteristics of the work. Finally, the process of system 
design is expounded on the basis of intelligent algorithm. 

Keywords: Intelligent Algorithm, Product Appearance, Appearance Design, 
System Design 

1 Introduction 

Product design refers to the decorative or aesthetic qualities of an item. Product design 
may contain a large number of 3D elements, such as the shape and feel of the product, 
or flat elements such as shape, curve and color[1]. The product range is also very broad, 
from technology and medical equipment to watches, jewelry and other luxury goods, 
from home appliances to cars and buildings. The product design is exquisite, which 
directly reflects the overall appearance of the enterprise. The product shape design is to 
serve the product and create a good environment for the product to enter the 
international market. 

2 Aesthetic Features of Product Design 

With the development of modern economy and society, people's consumption thinking 
and aesthetic concepts have undergone tremendous changes, and the appearance of 
modern commodities has become increasingly personalized[2]. Looking at the 
previous products, there are relatively few style choices, mainly to achieve those main 
functions. In addition to feature selection, the design also has many personality 
preferences, including handsome, elegant, noble, cartoon and other colorful appearance 
changes to meet the unique taste of people with various positions and identities. The 
main connotation of design is ergonomic factors, as well as the artistic significance of 
product design. Pure plastic art, aiming to seek the sensual beauty produced in nature or 
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influenced by the artist. Compared with the shape design of the commodity, it must 
meet the basic requirements and represent a technical solution. The design of a 
commodity needs to use rational and logical thinking to guide perceptual and 
imaginative thinking , and take problem-solving as the standard. It can be said that it is 
impossible to play freely[3]. Product design is not simply seeking personal aesthetic 
value, but a universal and diverse life value orientation. It involves intellectual 
property, scientific and technological value, economic benefits, social and 
psychological significance, etc. Based on the above objective value orientation, the 
design of goods must adhere to the following three main criteria: practicality, economy 
and aesthetics. The so-called practicality means that when using a commodity, the 
practicality of the commodity must be fully considered in order to achieve the 
requirements of comfort, speed and safety. Moreover, people's aesthetics and 
consumption patterns should also be considered. Therefore, the design of the product 
should not be guided by obvious formalism, but should only focus on the practicality of 
the product, and cannot ignore other factors[4]. The so-called practical means that the 
product needs to be adapted to the most advanced production technology in modern 
times, in order to obtain the highest benefit with the smallest financial resources, 
material resources, labor and time. The so-called aesthetics means that the design of the 
product shows a complete, healthy and harmonious new environment for production art 
under the condition that it meets the purpose and technological requirements, decorates 
people's life and health as much as possible, and develops noble and happy aesthetics. . 
Practicality, economy and aesthetics are inextricably linked and cannot be ignored. 
Only by organically combining and coordinating practicability, economy and 
aesthetics in the design and production process, the product can fully display the 
creative design concept and provide people with better services[5]. 

3 Development Significance of Product Appearance Design 
System 

3.1 Research Background of Product Design Process 

The product design process is a complex thinking process , with a wide range of high 
uncertainties, covering most areas. In recent years, people's requirements for product 
design appearance design are also increasing. In order to efficiently carry out the 
customized design of the product design shape, through the design program of the 
functional components that can change or share the product design shape, and use CAD 
technology to integrate each functional unit to achieve the diversity of product design 
appearance design[6], Comprehensive evaluation of different appearance features, so 
as to get the design scheme that best meets the designer's requirements. Although the 
design process is very simple, this scheme cannot be realized; another idea is to 
decompose the knowledge about the design process into reuse knowledge, and obtain 
the knowledge about the designer's design process and the knowledge about the user's 
needs. On this basis, a knowledge base about the appearance of product design is 
established , and then the prototype system is used to get the design scheme. Although 
this method has high design efficiency, it relies too much on prior knowledge, and the 
obtained results cannot meet the needs of users. Another aspect is to propose an 
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artificial intelligence-based product design automation system, which uses the 
appearance to synthesize the product design system and introduces the possibility of 
changing the skin, so that the product design can be completed without 
programming[7]. According to the deficiencies of these schemes, this paper presents a 
new product visual collaborative design method based on intelligent algorithm based 
on human-machine collaborative interaction, and introduces the general composition of 
the design environment. 
3.2. Elements and Features of Automatic Product Appearance Design System 

(1) Beauty and uniqueness 
The beauty of design is something that people cannot control. But the more things 

that can't be mastered, the more worthy designers are eager to achieve perfection. 
However, uniqueness is one of the important factors in the formation of style, and it is 
the key to product design. Product design attracts attention, makes consumers 
interested, and quickly generates attractive purchasing motives[8]. Product 
appearance design must pay attention to color and shape, that is, personality and style. 
Unique design that conveys the messages "I am different" and "I represent an 
unforgettable atmosphere". 

(2) Cater to the preferences of the market and consumer groups 
The market competition is becoming more and more fierce , and the products are 

updated more and more, and the appearance also needs to be constantly updated to 
adapt to the market demand and price trends. Therefore, enterprises must promote 
product innovation to adapt to the ever-changing needs of customers, so as to achieve 
the goal of further enhancing product competitiveness[9]. In the design, it is also very 
beneficial to inject a pleasing exterior design. For example, the popular bionic design 
can make people resonate with the aesthetic taste of the present. For another example, 
popular bionic designs can easily guide consumers to agree on aesthetic preferences. 
For example, the exterior design of the Geely Panda car is a very mature case of 
bionic product design[10]. As the world's second bioengineered car after the 
Volkswagen Beetle, the Geely Panda is also becoming a classic. The innovative 
design of the product is mainly based on the current popular information and 
conforms to the development of the times. It can also bring a larger market to the 
company. 

(3) A large number of high-tech applications 
The quality of design reflects to a considerable extent the degree of material 

development, scientific and technological achievements in our country, and is related 
to the level of scientific and technological development in our country. With age, 
design is more strongly influenced by technical forms and types of knowledge[11]. 
First, China's booming high-tech industry has introduced a lot of new technologies 
from traditional production. The second is the diffusion of technology in traditional 
industries, which has greatly changed the production mode of traditional Chinese 
industries, popularized and applied in traditional Chinese production, and integrated 
many advanced new technologies. Third, the application of various 3D digital 
software technologies in the entire product design process greatly improves the 
quality and speed of design. 

(4) Multifunction 
The rapid progress and wide application of microelectronics, new materials, new 
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energy and high nanotechnology have greatly reduced the quantity, weight and cost of 
materials required to perform the function of a single product, thus realizing the 
integration of product functions. The multi-functional integrated product is the 
inevitable result of people's needs, technological development and changes in market 
rules, and is more reflected in the product's shape and product design. In order to 
express the appearance of function, its life span is longer, but for the appearance of 
style requirements, its life span is shorter. The integrated design is more competitive 
in the market economy. So now, one or more mobile phones in people's hands is a 
good reflection of the power of multifunctional integration[12]. 

(5) Highlight people-oriented 
The ergonomic appearance in the design is designed to make the product more 

convenient and smooth to use. In order to meet the simple aesthetics , the shape of 
traditional industrial product design began to emphasize practicality, making the 
product suitable for human use. In our information age, the meaning of humanization 
is becoming more and more abundant[13]. In the past, the traditional definition of 
personalization often involved more intuitive spiritual elements, including personal 
safety, comfort, harmony with the surrounding environment, etc., but now 
humanization refers to the spiritual elements of a consumer. Consumers not only Able 
to use electronic products safely and happily, and at the same time get spiritual 
experience in the practical application of electronic products[14]. The design, 
development, production, marketing and utilization of commodities all revolve around 
the existence of "people", while the social significance of commodity existence and 
development all depend on human emotional factors. In this way, the reason for 
judging people becomes particularly important. 

4 Ways to Implement Intelligent Algorithms 

4.1 Description Transformation of Designer Knowledge 

Assuming that e୧୨(1 < i < n, 1 < j < k) is used to describe the jth technique, there are k 
techniques that can convert the ith innovation element into functional parameters, then 
the set of conversion techniques can be constructed: 

E = [Eଵ, Eଶ, … , E୬]୘ 
In the formula E୧= [Eଵ, Eଶ, … , E୧]୘. According to the designer's cognitive type , 

different description conversion methods and rules are used, and data mining method 
is used to convert the designer's cognitive description . 
4.2 Determination of design parameters 

The parameters involved in the product design process can be transformed into the 
basic parameter description problem through reconversion. The formula can be 
described as: X = AX଴ 
In the formula, X଴ = ൫xଵ଴, xଶ଴, … , x୨଴ … x୬୭൯

୘
, x୨଴ describes the functional 

parameters in the product design; A describes the parameter transformation matrix, 
and its calculation formula is as follows: 

���



A = ൥
aଵଵ ڮ aଵ୬
ڭ ڰ ڭ

a୫ଵ ڮ a୫୬
൩ 

Because there is an inevitable relationship between various product appearance and 
design parameters , which leads to their contradictions and conflicts, the process of 
product design and appearance design is the process of resolving parameter 
contradictions. The entire problem solving process can be realized by using the 
solution state space of the product design problem: 

F(X) = ൣെx, x୨൧ = െ൥
xଵ ڮ xଵ
ڭ ڰ ڭ

x୫ ڮ x୫
൩ 

In the formula, it is used to describe ൣെx, x୨൧the conflict resolution matrix between 
the F(X)parameters x୧and ; x୨it is used to describe the operations that generate 
conflict resolution and problem state transition. Through the above analysis, the 
following solution state space for innovative design problems can be obtained, which 
can be described by the following two-tuples Xୱ, X୰, which Xୱdescribes the initial 
problem state vector: 

Xୱ = [xଵ, xଶ, … , x୫ୱ]୘ 
It is exactly what the designers expected from the design solution. X୰Represents 

all the questions that can be solved using the TRIZ contradiction matrix, the equation 
states: 

ܺ௥ = ,ଶݔ,ଵݔ] … ,  ்[௠௥ݔ

According to the above analysis method, the binary array (Xs, Xr) can be used to 
evaluate the designer's cognitive semantic mode, and then the product appearance 
evaluation result obtained by the evaluator can be used to obtain the final design 
scheme. 

In the design process , the color quantification data of the preliminary color scheme 
completed by the designer is substituted into the color image prediction model, the 
color multi-objective image value of each preliminary scheme is calculated, and the 
optimization direction of the preliminary scheme is clarified by comparing with the 
color design objectives. In the process of clarifying the optimization direction, 
different color scheme design ideas are formed according to whether there is a 
consistent correlation between key color variables and multi-objective imagery. If 
there is a consistent correlation, use the correlation to adjust the key color variables to 
generate an optimized color scheme[15]. On the contrary, the color multi-image 
optimization model is used to complete the evaluation and optimization of multiple 
preliminary product color schemes. After completing the optimization, judge whether 
the optimized color scheme meets the color design goals. The process of selecting the 
best color implementation plan is jointly judged by all the subjects, and see whether 
the results are consistent with the overall goal of the engineering design . If it is not 
completely consistent, continue to iterate until the final result is the final color 
implementation that is consistent with the overall goal of the engineering design. 

���



Program. 
4.3 Automatic Design System for Optimizing Product Shape 

Computer-aided product appearance design technology is generally composed of 
design modules such as design analysis, appearance prediction, appearance 
multi-objective optimization and optimal appearance plan decision-making. The 
technologies used in the two design modules of design analysis and appearance 
prediction in the previous article process and analyze data in an objective way , which 
can realize computer-aided design. However, in the appearance generation and 
evaluation links corresponding to the two design modules of appearance 
multi-objective optimization and optimal appearance plan decision, because the 
subjective experience of designers is required for manual optimization and 
decision-making, the goal of full-process computer-aided design has not yet been 
achieved. . Since the multi-objective optimization method in the intelligent algorithm is 
the most core technology that determines the realization degree of the optimization goal 
of the electronic product design technology, and the multi-objective optimization 
method in the previous research has the defects of algorithm performance and 
application scope , Therefore, a new ISPEA II improved multi-objective optimization 
method is provided. 

In this method, the improved crossover operator and adaptive mutation operator are 
used to enhance the search ability of the computational solution space, and the 
self-correction operator is creatively introduced to further improve the computational 
convergence ability. Through the design of these operators, ISPEA2 makes up for the 
performance defects of the original algorithm, and has the applicability and 
effectiveness for computer-aided product design. After completing the automatic 
calculation of the product appearance multi-objective optimization design module, the 
generated Pareto appearance scheme set is a set of individual appearance schemes 
containing multi-objective image adjective calculation scores. In order to simulate the 
design process through the computer, a multi-attribute decision-making method is 
needed to complete the optimal decision of the appearance scheme. The technologies 
used in the previous design modules have accumulated the advantages of product 
design innovation and multi-image matching accuracy . In order to consolidate the 
advantages and obtain accurate decision-making results, the optimal solution 
decision-making design module needs a method that can objectively utilize 
multi-target images. The adjective calculation score data is automatically calculated, 
and it is a multi-attribute decision-making method with strong operability and 
multi-technology fusion. 

5 Conclusions 

The appearance design of the product appears in front of human beings in a physical 
state , and is created by various means and artistic methods according to the laws of 
function and aesthetics. In the process of today's society entering the information age, it 
has penetrated into all areas of human daily life. Product design concerns have also 
turned to finding connections between individuals and objects. The satisfaction of the 
design object is essentially the satisfaction of the design concept and the aesthetic 
feeling of the public. In fact, the word "design" already contains the word "aesthetics". 

���



The special expression of product design penetrates into the daily life of human beings 
more extensively and deeply. Product design is the result of the endless expansion of 
the field of applied art and industrial development, the result of the invasion of 
aesthetics to the technical field and the invasion of art to production. Product design is a 
comprehensive aesthetic form, including material culture, spiritual culture and art 
culture. 

At present, although the intelligent algorithm can realize the establishment of the 
product shape automatic design system, the research on the use of the multi-attribute 
decision-making method in the field of product appearance design is still very limited . 
However, this technique has the shortcomings of objectivity and convenience of 
operation, and the accuracy of the obtained results also needs to be improved. Since 
the calculation scores of multi-target image adjectives are completely automatically 
generated by the computer and do not involve subjective reasoning, the TOPSIS 
method is more objective and accurate compared with the subjective evaluation 
methods such as the fuzzy analytic hierarchy process. It is suitable for multi-attribute 
decision-making and other features , and can be well integrated with the main 
technologies of other design modules. Therefore, it is selected as the multi-attribute 
decision-making method of the optimal appearance design decision-making module to 
form a complete product appearance design technology system and application 
performance . The article is expected to pave the way for subsequent research. 
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